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This article reveals the future prospects of quantum machine learning in high energy physics
(HEP). Particle identification, knowing their properties and characteristics is a challenging problem
in experimental HEP. The key technique to solve these problems is pattern recognition, which is an
important application of machine learning and unconditionally used for HEP problems. To execute
pattern recognition task for track and vertex reconstruction, the particle physics community vastly
use statistical machine learning methods. These methods vary from detector to detector geometry
and magnetic filed used in the experiment. Here in the present introductory article, we deliver
the future possibilities for the lucid application of quantum machine learning in HEP, rather than
focusing on deep mathematical structures of techniques arise in this domain.

I. INTRODUCTION

The field of high energy physics (HEP) deals with the
discovery of varieties of particles which gives the clue to
understand the big bang and origin of universe[1, 2]. The
HEP experiments[3] demand the high voltage to oper-
ate and need the accelerators for beam collisions. At
CERN[4], the Large Hadron Collider (LHC) is the biggest
particle collider in the world, which has been operated
with energy (6.5 TeV/beam) in its second run scheduled
in 2015 [Fig:1]. However a short run of the accelera-
tor with xenon-xenon collisions has been performed in
2017. The experimental set-up of LHC is tunnelled un-
derground at 175 meters, it has its huge diameter as 27
kilometres. In LHC the particle beams are launched in
anti directions at very high speed, the beams further col-
lide at many interaction points available at the periphery
of large accelerator. The interaction points support the
bombardment of antiparticle beams. This bombardment
release huge energy with different kind of particles and
varieties of trajectories are developed by particles dur-
ing this process. The most important ingredient used to
capture the event happened at interaction point is the de-
tector. Round the periphery of the accelerator, there are
seven detectors (ATLAS, CMS, LHcb, ALICE, TOTEM,
LHcf, MoEDAL) assembled, which are used for different
roles in LHC[5, 6]. Experimental part of HEP involve
many complexities in terms of designing detectors, high-
end electronics, data acquisition systems and software[7].
The data gather in real time at LHC is recorded at a
tape and processed through grid computing, which fur-
ther can be distributed to many universities and research
centres for particle physics analysis. The changes in de-
signing methodologies and implementation of various de-
tectors is very crucial and important part. The detectors
play an important role to capture the event and provide

the huge data corresponding to interaction points. The
technical journey of detectors from bubble chamber to
semiconductor detectors have long strides. Each detector
has association with front-end electronics equipped with
data acquisition system (DAS)[7]. The DAS gather the
information from detector in real time during the event
happening in accelerator. It also play the role to avoid
the unnecessary background events and to collect only
valid events during the triggering process. For this pur-
pose the triggering may be implemented at many levels of
hardware in real time. Most of the time DAS suffer from
dead time, the time during which no event is captured and
there is also the possibilities of missing the events. The
dead time in DAS depends on many factors such as clock
speed of the electronics circuitry, noise, rate of event hap-
pening etc. Because of the dead time, the speed of writing
the data on storage tape is also affected. Once the data
is recorded on tape through grid computing, it can be
distributed further to do offline analysis to extract the in-
formation about particle trajectories developed inside the
detectors[7]. These trajectories are important ingredient
which have the hidden information about many charac-
teristics of the particles. During the analysis of offline
data the machine learning come into picture and play the
important role[8, 9]. The point where initially two anti
beams collide is called primary vertex, while secondary
vertex may also be produced because of the particle decay
inside the LHC[10]. The tracks produced inside the detec-
tors can have complex structure. In particular, the com-
plex structure of tracks arise because of the magnetic field
associated with LHC solenoid. In this process of colliding
of two anti directional beams inside the LHC, there are
always chances for high background noise for which the
material of the detector has the significant impact. The
process to determine the particle characteristics depends
on track reconstruction and their fitting, this process is
governed by pattern recognition methods performed on
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offline data and no doubt machine learning techniques
contribute a lot. There are important software, which
perform these tasks such as GEANT4, ROOT, HERWIG
etc[11–13]. These software use the classical algorithms,
which of course are detector dependent and take many
features of detector into account such as it’s geometry,
orientation, diameter, its material etc. Here it is men-
tioned that machine learning played an important role
to solve the problem of track reconstruction and fitting
in HEP from a decade[14]. To the date, the techniques
of machine learning (supervised, unsupervised) have been
implemented in offline data simulation in HEP with many
models such as neural network, deep learning, simulated
annealing etc[9, 15, 16]. These technique are successfully
performed well to discovered the particle Higgs Boson[17],
which is a great example. As high end electronics and
fast algorithms is the primary requirement for HEP ex-
periments. So, to overcome these issues, one can think
towards HEP on quantum computer. Off course quantum
hardware is not mature till date but there is a future hope
for quantum processors[18–22]. This may help to execute
algorithms with significant speed and can lead the sce-
nario towards quantum machine learning algorithms de-
velopment which can be utilized in HEP[23–32]. There
are landmark quantum algorithms such as (Shor’s, Love
Grover) algorithms[33, 34]. These algorithms give the
clue to develop many other quantum algorithms in the
domain of machine learning and optimization used for
varieties of tasks. The domain of developing quantum al-
gorithms and studying the quantum complexity[35] open
the newly emerging field of quantum machine learning.
Recently, there is rapid progress in this filed, St Loyed
et al. have been developed the quantum algorithm to
solve the system of linear equations on the quantum
computer[36], Fernando et al. developed the semi-infinite
programming algorithm which is a step towards quantum
algorithms for optimization problems[37, 41]. D-Wave
systems have been developed quantum annealing based
processor, which is an indication for future solutions of
optimization problems on quantum hardware[18–22]. To
the date, there are huge attempts to investigate the prop-
erties of quantum counterpart models such as quantum
neural networks[42–44], quantum deep learning[27, 45],
quantum Boltzmann machines, quantum annealing and
others. The area of quantum machine learning can serve
better for many tasks performed in offline data simulation
in HEP and set-up a new domain of research.

The paper is sketched in three sections. In Sect. 2,
we discuss the Track reconstruction and machine learn-
ing techniques. Sect 3, is devoted for the supremacy of
quantum machine learning in HEP.

FIG. 1: Experimental set-up of LHC at CERN

II. TRACK RECONSTRUCTION AND
MACHINE LEARNING

In this section, we introduce the method for track re-
construction and also give the shadow on machine learn-
ing techniques used for the same. The track reconstruc-
tion is the important requirement in HEP which can
be divided into two basic steps as 1) finding the track
candidates 2) track fitting[7, 10]. The primary require-
ment of track fitting is that it must be robust against
the error-prone of track finding procedure, it must be
fast and numerically stable. Overall, it is important to
mention that the track reconstruction strictly depends
on the type of detectors used in HEP experiments. Most
of the previously used detectors such as bubble cham-
ber, gaseous chamber etc. are completely obsolete and
overtaken by semiconductor detectors.[7] In practical ap-
plications semiconductor suffers from radiation released
in the collision of particle beams, hence to overcome this
phase, the research to develop the diamond detectors is
very active[46, 47]. As an example, the inner detector
used in ATLAS use semiconductor technology and has
complicated geometry. The assembling and installation
process of detectors often disturb their geometry over the
pre-assumed geometry. This problem is called misalign-
ment problem in detectors, which is a key element to pro-
duce the track candidates[48–50]. Getting the best track
candidates, contribute to the goodness of algorithm for
track reconstruction. Here it is mentioned that obtaining
the track candidates can also be called as feature extrac-
tion and a primary step to reconstruct the track, in this
process the classification is done of all hit points by par-
ticles in track detector. Each class set has all hit points
for a single track and each class is called track candidate.
It is important to state that these track candidates many
times carry the noise, in other words, the background hit
points. During the track finding process based on a par-
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ticular track model, the pattern recognition plays a signif-
icant role, which is the part of machine learning. Before
applying any machine learning techniques, it is always
better to reduce the dimensionality of the data gathered
in the experiment, such that, overall the outcome of the
goal must not be affected in terms of better classifica-
tion and error reduction. There are countless algorithms
for dimensionality reduction[51, 52, 54] and these always
can be challenged. Any dimensional reduction algorithm
is suitable for one problem but may not fit for another
one. So data dimensionality reduction technique in ma-
chine learning is a highly challenging step and must be
performed carefully if required because the adoption of
any bad technique always lead towards wastage of efforts.
In spite of focusing on these methods in detail, here we
discuss the method of track finding, which can be divided
into two categories as local and global methods. In detail
for these topics, the reader may refer (Ref:[7]). In contin-
uation of the paper, we proceed the short introduction of
these methods in terms of offline data analysis. The track
finding is the crucial part of track reconstruction and first
needs the track modeling. Track modeling takes into con-
sideration the geometry of the detector, associated mag-
nificent filed, noise, measurement errors etc. Few impor-
tant mathematical approximations with circles, parabola
and splines have been used for the same[7], these methods
require the speed of the calculation and also need interpo-
lation or extrapolation techniques for prediction[7]. The
next step after track modeling is the track finding, which
definitely uses machine learning methods[53]. During the
collision when particles hit the detectors layers and ionize
the detector material than hitting corresponds to a kind
of measurement of particle which is recorded by the sen-
sor assembled in the detector. The set of measurements
recorded by the detector help to find the track candidates
and have the information about the track traced by the
particle. There may exist any situation such that, miss-
ing the tracked candidate, or there is no track candidate
and there may be track candidates which do not belong
to any track. For the sake of clarity here we rewrite, track
finding methods can be divided into two categories as lo-
cal or global methods[53]. In local or sequential methods,
the track is reconstructed sequentially by taking a seed.
The seed is a portion of a track got from the measure-
ments done by the detector during the collisions. Gen-
erally, two track modeling approaches have been used in
local methods such as track-road and track-following. In
track road method a hollow cylinder of a desirable diam-
eter is considered around the trajectory, the points fallen
inside the track road are considered for analysis by us-
ing the pattern recognition methods. Often, the track
road methods are slower than track following methods.
Track following methods are valid while the track can-
didates are easily identified by human senses. Further,
in the global method, the track candidates are supplied
to the algorithm at once to produce the tracks. The or-
der of track candidates do not matter, but the execution

speed of algorithm in this process is low in comparison
to local methods. The computation time is taken by the
global method is proportional to the number of candi-
dates. There are many classical approaches have been
used for track finding such as Hough transform[55], Con-
formal mapping[56], Kalman Filter[57], Neural networks,
Deep learning[58] etc. Based on the above discussion we
would like to emphasize that machine learning techniques
are highly important for experimental particle physics,
which can not be ignored. So can we think of better sit-
uations than existing techniques? Yes, hope so. In the
next section we cover the future perspective of quantum
machine learning techniques in HEP domain.

III. SUPREMACY OF QUANTUM MACHINE
LEARNING IN HEP

Quantum pattern recognition[59–61] is an important
application of quantum machine learning. It is obvi-
ous that there is always research progress in HEP to de-
velop fast and better algorithms. Can quantum pattern
recognition techniques help in HEP to deal with massive
amount of data on the quantum computer and extract
the useful information from the data? Here we mention
that there is recent progress on quantum algorithms in
many domains like, algebraic domain (Hidden subgroup
problems)[62, 64], semidefinite programming[37], linear
differential equations[38, 39], finite element methods[40]
and in pattern recognition[65]. There is major devel-
opments for quantum algorithms with black box model
and query complexity[62]. Query complexity is the quan-
tum equivalent of classical decision tree model. However
the development of quantum algorithms with adiabatic
quantum computation[63] model is on slow progress, as
this approach does not have any suitable complexity
model to calculate the quality of the algorithm, which
is an open problem. But there are future possibili-
ties for the same, which can contribute for better quan-
tum algorithm designing. During the track reconstruc-
tion process the problem at many stages can be mapped
to suitable optimization problems[66, 67] which may be
solved further by any suitable method. The research to
solve quadratic binary optimization problems subjected
to constrained or unconstrained are on the way by us-
ing quantum annealing[70, 71]. The quantum anneal-
ing exhibit better signatures to handle the problems on
the quantum computer. The quantum algorithms de-
veloped based on quantum strategy (superposition and
entanglement[68, 69]) and taking into consideration the
geometrical aspects of detectors may be useful in com-
parison to classical algorithms in terms of (time, space)
complexity and speed. On the other hand, as per the
literature survey, the algorithmic development in HEP is
less pervasive towards the existence of entanglement dur-
ing the collision process inside any detector. Can we also
have such algorithms which can catch the phenomena of
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entanglement inside the detector if exists, which can help
further to understand the true nature of particles? Pat-
tern recognition in many forms involving the image pro-
cessing had been the part of particle physics community
for a long time[72]. There is literature, number of papers
and Ph.D work in which the community has been solved
the problems of particle physics by using image process-
ing techniques[73]. It is not worth to mention that the
emergence of quantum image processing[74, 75] can also
contribute to better improvement for experimental parti-
cle physics. However the current trend deals with neural
network and deep learning methods, which overcome to
the difficulty of feature extraction[76] as involved in tradi-
tional theory of pattern recognition, but these techniques
involve huge complex structures of networks which fur-
ther make the optimization problems very difficult. It is
mentioned that, the development of quantum algorithms

and studying quantum complexities in particle physics
domain is really challenging but do not seem impossible.
The rapid progress in quantum domain boost the hope for
future possibilities to solve particle physics problems on
quantum computer. We hope the present article gives the
sufficient indication to the HEP and quantum community
to make the development towards the aforementioned di-
rections, which is almost untouched.
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