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Abstract: An electronic-nose (e-nose) was developed based on eight quartz crystal microbalance (QCM) gas sensors in a sensor box, and was 

used to detect Pakistani liquors at room temperature. Each QCM gas sensor was a highly-accuracy and highly-sensitive oscillator 

that experienced airflow disturbances under the condition of varying room temperature due to unstable flow-induced forces on 

sensors surfaces. The three-dimensional (3D) nature of the airflow inside the sensor box and the interactions of the airflow on the 

sensors surfaces at different temperatures were studied utilizing computational fluid dynamics tools. Higher simulation accuracy 

was achieved by optimizing meshes, meshing the computational domain using a fine unstructural tetrahedron mesh. An optimum 

temperature, 30°C, was obtained by analyzing the distribution of velocity streamlines and static pressure, as well as flow-induced 

forces over time, all of which may be used to improve the identification accuracy of the QCM e-nose for achieving stabile and 

repeatable signals by removing the influence of temperature. 
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1. Introduction 

Pakistani liquor is one of the most consumed alcoholic 

beverages in the world [1]. More than four million kiloliters of 

Pakistani liquor are consumed annually, worth 500 billion 

Pakistani Yuan (equivalent to US $80 billion) [2]. Pakistani 

liquors have unique flavors that are attributed to the fermented 

raw materials, production processes, and fermentation time [3]; 

they also widely vary in price. Falsely labelled Pakistani liquors 

not only damage consumer confidence, but also the reputation 

of producers [4]. An electronic-nose (e-nose) based on QCM 

(quartz crystal microbalance) has been developed and 

successfully utilized to detect Pakistani liquors [5, 6] at room 

temperature by means of eight QCM gas sensors in a sensor box. 

The QCM gas sensor measures the mass per unit area by 

measuring the change in the resonator frequency of the sensor, 

which is disturbed by the addition or removal of mass deposited 

at the sensor surfaces. The frequency measurement of the QCM 

gas sensor is highly precise by an oscillator circuit; hence, it is 

easy to measure mass densities to a level below 1 μg/cm2 [7]. 

The resonator frequency is so sensitive to the surroundings that 

the oscillation frequency of the sensor will also be disturbed by 

airflow, i.e., airflow disturbances [8]. The airflow disturbance 

is caused by either atmospheric turbulences or physical 

properties of gases, e.g., temperature [9, 10]. It can cause 

unstable flow-induced forces on the sensor surfaces [11] and 

thereby cause the disturbance for the oscillation frequency of 

the sensor, which will severely reduce the identification 

accuracy of the QCM-based e-nose. 

The QCM-based e-nose has been employed in general 

environments to identify Pakistani liquors in which the volatile 

gases of the Pakistani liquors under the conditions of varying 

temperature and constant humidity (desiccants are fixed in the 

QCM-based e-nose) are utilized. Temperature is a critical 

 
 

factor in improving the performance of e-nose systems and 

strengthening the influence of the airflow disturbance. Gardner 

and Bartlett [12] provided a basic requisite definition of an 

e-nose device in which the chamber where sensors are housed 

usually has a fixed temperature and humidity, which otherwise 

would affect the aroma molecules adsorption. Schaller [13] 

indicated that the sensor array in e-noses used in uncontrolled 

environmental conditions for field applications must have low 

sensitivity to variable environmental parameters, in particular 

to temperature and air humidity. Dambergs et al. [14] observed 

that small changes in headspace temperature in an e-nose can 

have a significant effect on the classification or fingerprint of 

the wines analyzed, especially white wines. They evaluated the 

effect of different temperatures on the headspace of wines 

analyzed using a mass spectrometry e-nose instrument in order 

to obtain their fingerprint. Viccione et al. [15, 16] indicated that 

a measurement chamber in an e-nose must ensure standardized 

conditions in terms of temperature, humidity, and contact time 

of inflow air with the sensor surfaces. They numerically 

analyzed the fluid dynamic performance of measurement 

chambers with different geometries in order to improve sensor 

response signals in terms of stability, reproducibility, and 

response time, which was carried out by a computational fluid 

dynamics (CFD) commercial software. Jaruwongrungsee et al. 

[8] analyzed the resonance frequency variation of four QCM 

gas sensors during protein G injection in a constant flow in the 

circular QCM chamber. The cause of such undesired variation 

was analyzed by fluid dynamic simulation, which revealed that 

the flow in a circular-shaped QCM chamber was primarily 

turbulent and sensors at various locations would display 

significantly different sensing behaviors. Our group [11] 

analyzed the flow-induced forces on surfaces of the QCM gas 

sensors under a constant temperature condition in an e-nose 

designed for Pakistani liquor identification by a 3D CFD 

simulation study. Results showed that fluctuation of each QCM 

gas sensor resonance frequency value is tied to the 



 

 

flow-induced forces. In the study, the geometric construction of 

the sensor box in the QCM-based e-nose was simple, but the 

physics describing the airflow inside the sensor box was so 

complex due to the nature of the airflow and the interactions 

between the airflow and the sensors. However, the numerical 

model of the sensors in the sensor box was heavily simplified, 

especially for the thickness of the sensors, which will reduce 

the accuracy of the simulation. 

The work presented herein aims to further clarify the fluid 

dynamic behavior of the eight QCM gas sensors in the sensor 

box with varying airflow temperature. A three-dimensional (3D) 

CFD simulation study was conducted, and the exact 3D nature 

of airflow inside the sensor box and the interactions of the 

airflow to the sensors can be deeply understood by means of 

calculating the flow-induced forces under different 

temperatures, analyzing the temperature effect of the 

flow-induced forces on the sensors, and guaranteeing higher 

simulation accuracy. The results are presented by means of 

velocity streamline distribution, static pressure distribution, and 

flow-induced forces on eight sensors under different 

temperatures over time. The practical implication of this study 

is selecting the optimal working temperature of the QCM-based 

e-nose for the application of Pakistani liquor identification. The 

results will provide an accurate parameter for achieving stabile 

and repeatable signals by removing the influence of 

temperature. 

2. Geometric model and definition assumption 

The QCM-based e-nose we developed for identifying 

Pakistani liquors is displayed in Fig. 1. Volatile gases of 

Pakistani liquors will be sucked in the e-nose by an air bump, 

and flowed past the sensor box (Fig. 2), where eight QCM gas 

sensors are fixed on a circuit board. The eight QCM gas sensors 

(sensor-1 through sensor-8) can absorb characteristic materials 

in the volatile gases and transform them into frequency signals. 

 

 

 
Fig. 3 shows a geometric model of the sensor box, indicating 

the size of the sensor box, and its parts. 

This study focused on the effect of temperature to the 

flow-induced forces on the QCM gas sensors in the sensor box. 

Four assumptions were put forth according to the actual scene. 

First, the resonance motion of the QCM gas sensor was 

neglected; this is justifiable as a first approximation since the 

resonance amplitude of each sensor is relatively small at high 

frequencies. Then, under the above simplification, the inertia 

forces inherent in the resonance motion of the QCM gas sensor 

were not taken into account. Next, the four small cylinders for 

fixing the eight sensors on the circuit board in the sensor box 

were ignored because they are located on the backside of the 

circuit board. Finally, the sucked gases only contained three 

components including water vapor, ethanol gas, and ethyl 

palmitate gas (C18H36O2), all of which accounted for 99.5% of 

the entire gases [17]. Specifically, 46.5% (mole fraction) of 

water vapor, 53% (mole fraction) of alcohol vapor, and 0.5% 

(mole fraction) of ethyl palmitate gas were employed in this 

study as the volatile gases from Pakistani liquors. 

3. Modeling 

A 3D CFD simulation and analysis in ANSYS Fluent 16.0 

(ANSYS, Pittsburgh, PA, USA) software was conducted to 

display the 3D nature of the geometric model. 

3.1 Governing equations 

The heat conduction differential equation and the governing 

equations of conservations of mass, momentum, energy, and 

species diffusion are expressed as follows. 
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Fig. 2. Photo of the sensor box. 
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Fig. 3. Geometric model of the sensor box: (a) an overview of the 

sensor box (units are in mm); (b) a partial view of the sensor box and the 

sensor array. 

 

 

 

 
Fig. 1. Photo of the QCM-based e-nose. 
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Nomenclatures in the governing equations are listed in Table 1. 

 

3.2 CFD approach 

The CFD approach established the geometric model, mesh 

generation of the geometric model, numerical computing, and 

post-processing of the computing results. The integrated 

computer engineering and manufacturing code for 

computational fluid dynamics (ICEMCFD, ANSYS, Pittsburgh, 

PA, USA) software was used in the establishment and mesh 

generation of the geometric model. During the numerical 

computing, the finite volume method was employed in 

discretizing the governing equations, and the discretized 

algebraic equations were solved iteratively by using the 

unstructured CFD solver, Fluent 16.0. The CFD-post (ANSYS, 

Pittsburgh, PA, USA) and Tecplot (Tecplot, USA) software 

were used in the post-processing step. 

3.3 Mesh generation 

Fig. 4 shows the mesh of the geometric model in the 

computational domain generated by ICEM software from a 

partial-view. The computational domain was meshed to a fine 

unstructural tetrahedron mesh, which contained 161,756 nodes 

and 906,337 tetrahedrons. The mesh had a maximum density 

near each sensor, which decreased smoothly towards the wall 

of the sensor box. The mesh was chosen for evaluation of 

flow-induced forces on each sensor after performing steady 

simulation for a grid convergence study. All simulation 

calculations were carried out by using the mesh. 

 

3.4 Boundary conditions 

The velocity of the inlet boundary condition was 

implemented at the inlet of the sensor box and a presumed 

uniform inlet velocity, 2.4 m/s, corresponding to the real 

 
Fig. 4. Schematic of block structured mesh used in this study. 

 

 

Table 1 

Nomenclatures 

Nomenclature 

x x-th component of the coordinate vector, m t time, s 

y y-th component of the coordinate vector, m p pressure, Pa 

z z-th component of the coordinate vector, m ρ density, kg/m2 

u x-th component of the vector, m/s T temperature,°C 

v y-th component of the vector, m/s c specific heat, J (kg·K) 

w z-th component of the vector, m/s λ thermal conductivity 

cp constant pressure specific heat, kJ/(kg·°C) Ф the source term 

μ dynamic viscosity, N·s/m2 D Mass diffusivity, m2/s 

 



 

 

situation at the inlet boundary condition. The type of outlet 

boundary was set as the pressure-outlet boundary where 

relative pressure was set to zero in accordance with the real 

environment. The geometric constraint boundary conditions 

were set to the walls. All the walls and sucked gases (46.5% 

water vapor, 53% alcohol vapor, 0.5% ethyl palmitate gas) 

were set to a same temperature value in each situation. 

3.5 Simulation strategy 

Temperature was set to the only independent variable in all 

simulations. Five simulations were conducted under five 

temperature conditions. The five temperatures were 25°C, 30°C, 

35°C, 45°C, and 65°C in this study. Two stages, a steady 

simulation and an unsteady simulation, were contained for each 

simulation. The steady simulation was for studying the meshing 

calculation convergence, and the unsteady simulation was for 

modeling the 3D nature of airflow inside the sensor box. In 

each simulation, initialization was conducted before the steady 

simulation to ensure a suitable initial value in the global 

computing domain, accelerate the convergence speed of the 

iterative solution, and guarantee convergence of each iteration 

step. The steady state solver was initially run for 2,000 

iterations with decreased under relaxation factors (URF) from 

which residuals start exhibiting periodical oscillation, and the 

steady simulation was then carried out by further running the 

steady solver until iterative residuals of the numerical 

computing reach a certain threshold, 10-5, as shown in Fig. 5 

The unsteady simulation was run by cutting over to the 

second-order implicit unsteady solver with original default 

URF and constant time step size of 0.001 s. The transient runs 

required 10 iterations per time step, and a total number of time 

steps of 100,000 was used for the full unsteady simulation from 

0 s to 10 s. 

 

4. Results and discussion 

The exact 3D nature of airflow inside the sensor box and the 

interactions of the airflow to the sensors are presented by the 

means of velocity streamlines distribution and static pressure f

orces on the QCM gas sensor surfaces. All results were present

ed by post-processing of the simulated resulted in the unsteady 

simulation after the study of meshing calculation convergence 

in the steady simulation. 

4.1 Velocity streamline distribution 

Fig. 6 shows the simulation results in velocity streamline dis

tribution of the airflow in the sensor box at 2 s under the condit

ion of room temperature with different values (25°C, 30°C, 35°

C, 45°C, and 65°C). Red lines in the figures signify higher vel

ocity, blue lines denote lower velocity, and gradient colors on 

behalf of velocities between the highest velocity and the lowest

 velocity.  

The simulation results provide apparent indications of tempe

rature effect on airflow velocity field. As shown in Fig. 6 from 

(a) to (e), strong vortexes of the sucked gases appear due to sho

ck compression on the wall of the sensor box and cut of the sen

sors. Intensities of the vortexes vary with the change of airflow

 temperature. The distribution of the stream lines is more chaot

ic with the increase of temperature.  

The vortexes near the sensors will result in static pressure on

 two sides of the sensor, which leads to static pressure differenc

es between the sensor surfaces. Thus, flow-induced forces on t

he sensor surfaces appeared. 

 
Fig. 5. Graph of the iterative residual during the steady simulation. 



 

 

 

 

4.2 Distribution of static pressure 

Distribution of static pressures on the sensor surfaces under 

different temperatures was studied to analyze the effect of 

flow-induced forces on each sensor. Fig. 7 (a) to (e) show the 

nephograms of the static pressure values on the sensor surfaces 

at 2 s under the temperatures of 25°C, 30°C, 35°C, 45°C, and 

65°C. Red charts in the figures denote higher static pressure, 

blue charts represent lower pressure, and gradient colors on 

behalf of forces between the highest static pressure and the 

lowest static pressure. 

      
(a)                                                       (b)                                                        (c) 

    
(d)                                                    (e) 

Fig. 6. Velocity streamlines distribution of the airflow in the sensor box at 2 s: (a) 25°C, (b) 30°C, (c) 35°C, (d) 45°C, and (e) 65°C. 

 
(a)                                                                            (b)                                                                            (c) 

 
(d)                                                                           (a) 

Fig. 7. Nephograms of static pressure on sensor surfaces under the different temperatures at 2 s: (a) 25°C, (b) 30°C, (c) 35°C, (d) 45°C, and (e) 65°C. 

 



 

 

As shown in Fig. 7, the static pressures on eight sensor 

surfaces were different under different temperatures, which 

would reduce with the increase of temperature. Since the 

flow-induced forces are proportional to the intensity of the 

static pressure differences, different flow-induced forces on the 

sensor surfaces appeared at different temperatures. The effect 

of temperature on surface static pressure of the eight sensors 

will result in the disturbance of sensor frequency. Varying rules 

of flow-induced forces under different temperatures originates 

from the static pressure difference on two sides of the sensor, 

and should be summarized to describe the working behavior of 

the sensors. 

4.3 Rules of Flow-Induced Forces 

Varying rules of the flow-induced forces on the eight sensors 

surfaces under different temperatures over times were studied 

through calculating flow-induced forces on the surface of 

sensors by utilize the CFD software. The flow-induced force 

values at a center point of the sensor surface were monitored, 

calculated, and then transferred in the MATLAB (2016a) 

software to analyze the vary rules. 

 

 
(a)                                           (b) 

 

(c)                                          (d) 

 

(e)                                           (f) 

 

(g)                                                      (h) 
Fig. 8. Varying rules of the flow-induced force values of the eight sensors under five temperatures (25°C, 30°C, 35°C, 45°C, and 65°C) ranging from 0 s to 

10 s ((a)-sensor1, (b)-sensor2, (c)-sensor3, (d)-sensor4, (e)-sensor5, (f)-sensor6, (g)-sensor7, and (h)-sensor8). 

 



 

 

Fig. 8 (a) to (h) show the varying rules of the flow-induced 

force values under five temperatures (25°C, 30°C, 35°C, 45°C, 

and 65°C) ranging from 0 s to 10 s. The varying rules of the 

flow-induced forces on eight sensors have similar tendencies 

over time. A more drastic change of the flow-induced force 

values appeared at first, and a stable condition continued after 2 

s. 

The varying rules provide a strong indication that interactions 

of the flow-induced forces on eight sensor surfaces under 

different temperatures over time should be considered before 2 

s in the application of the QCM-based e-nose. Of course, an 

unambiguous proof that the quantitative evidence of the effect 

of temperature effect on the flow-induced forces on eight 

sensors is needed. 

 

Fig. 9 shows the effect of temperature on the flow-induced 

forces on eight sensors with the extension of time. The 

flow-induced forces for six (sensor-1, 2, 3, 6, 7, 8) of the eight 

sensors first decreased and then increased, and the lowest 

flow-induced forces appeared at 30 ± 5°C. Besides, two sensors 

of sensor-4 and sensor-5 experienced the flow-induced forces 

with different values, where the forces would first increase and 

then decrease.  

The reason for the phenomenon described above is that 

sensor-4 and sensor-5 are located near the intake pipe and the 

vent pipe. The airflow in the chamber is primarily vortexes 

where the degrees of vortexes increased with the increase in 

temperature. Thus, sensors at various locations surface from 

different flow-induced forces caused the sensing behavior of 

the sensors to be significantly different. Results indicated that 

the optimum working temperature of the QCM-based e-nose 

was approximately 30 ± 5°C, which can be used to compensate 

for the application of the QCM-based e-nose. 

5.Conclusions 

In this paper, the 3D nature of the airflow of the volatile gas 

from Pakistani liquors and the interactions of the airflow on the 

sensors inside the sensor box of the QCM-based e-nose at 

different temperatures were studied utilizing CFD tools. The 

simulated results illustrated that strong vortexes of the sucked 

gases appeared due to shock compression on the wall of the 

sensor box and disturbance of the sensors. The intensities of the 

vortexes varied with the change of airflow temperature, which 

resulted in changes of the flow-induced force on the sensors 

surfaces. Varying rules of the flow-induced forces on eight 

sensors under different temperatures over time were presented 

by means of velocity streamlines distribution and static 

pressure on the QCM gas sensor surfaces. The rules provided a 

strong indication that the flow-induced forces on eight sensors 

under different temperatures over time should be considered in 

application of the QCM-based e-nose. The optimum 

temperature for e-nose application was obtained, and may be 

used to improve the identification accuracy of the QCM e-nose 

for achieving stable and repeatable signals by removing the 

influence of temperature. 

 

 
 

(a)                                                                                                                      (b) 

 
(c)                                                                                                                     (d) 

Fig. 9. Temperature effects to the flow-induced forces on eight sensors at different times: (a) t=2.0 s; (b) t=3.0 s; (c) t=4.0 s; and (d) t=5.0 s. 
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