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Abstract

How to measure the volume of uncertainty information is an open issue.

Shannon entropy is used to represent the uncertainty degree of a probabil-

ity distribution. Given a generalized probability distribution which means

that the probability is not only assigned to the basis event space but also

the power set of event space. At this time, a so called meta probability

space is constructed. A new measure, named as Deng entropy, is present-

ed. The results show that, compared with existing method, Deng entropy

is not only better from the aspect of mathematic form, but also has the

significant physical meaning.
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1. Question

There are many entropy functions to measure uncertainty [1, 2]. One of

the most famous entropy functions is the Shannon entropy [3], which is the
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base of information theory. To some degree, Shannon entropy can be used

as the information volume. Here is the example to illustrate. Suppose

there are 32 football teams with a straight knockout. We want to know

the winner of them. We can ask one person who knows the result. This

person can only answers “Yes” or “No” to our questions. The question is

how many times can we know the winner.

Assume the times is t, it is easy to answer the problem through calcu-

lating the information volume by using information entropy

t = log2 32 = 5 (1)

For example, the winner, denoted as x, is assumed to be No.2 among

the 32 teams ordered as No.1, No.2,...,No.32. According to the process

shown in Fig.1, the winner No.2 can be found through five times asking at

most.

That means, if we use Shannon entropy as follows [3],

In this case, obviously

t ≥ log2 32 (2)

the information volume is 5 BIT as follows.

H = −
N

∑
i=1

pi logb pi (3)

The further question is that, if we replace the football team as the s-

tudent. There are 32 students to take an exam. How many times can we

know the student with the highest score. Is it 5 times in this situation? The
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Figure 1: Guess which is the first one in 32 football teams

answer is obvious ”NO” since some students may be tied with the high-

est score. It seems that we needs more than 5 times to know the results.

How many times to determine the highest score students is an open issue,

which is the motivation of this paper.

2. Solution

In this section, let’s assume a generalized probability with the so called

power set space. Let X be a set of mutually exclusive and collectively

exhaustive events, indicated by

X = {θ1, θ2, · · · , θi, · · · , θ|X|} (4)
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where set X is the basic event space. The power set of X is indicated by

2X, namely [4, 5]

2X = {∅, {θ1}, · · · , {θ|X|}, {θ1, θ2}, · · · , {θ1, θ2, · · · , θi}, · · · , X} (5)

A generalized probability can be assigned as follows

PG : 2X → [0, 1] (6)

which satisfies the following condition:

PG(∅) = 0 and ∑
A∈2X

PG(A) = 1 (7)

It should be noted that, unlike the so called basis probability assign-

ment in evidence theory [4, 5], the generalized probability means that the

exclusive events can be happened AT THE SAME TIME. In this situation,

it can be seen as a meta probability. Compared with many existing expla-

nations and argumentations about BPA, this paper regards it as a proba-

bility, which is the possibility degree of some exclusive events (defined in

classical probability theory) can be happened SIMULTANEOUSLY.

For example, the generalized probability

PG(1, 2, 3) = 0.8; PG(1, 2, 3, ..., 32) = 0.2

means that No.1, No.2 and No.3 students can be the highest students with

the probability 0.8 and all the students have the highest score with the

probability 0.2.

The following entropy, named as Deng entropy, is give as follows,

Ed(pG) = − ∑
A⊆X

(
pG(A)

2|A| − 1
) log2

pG(A)

2|A| − 1
(8)
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where pG is a generalized probability defined in the power space of X,

and |A| is the cardinality of A. As shown in the above definition, Deng

entropy, formally, is similar with the classical Shannon entropy, but the

belief for each set A is divided by a term (2|A| − 1) which represents the

potential number of states in A (of course, the empty set is not included).

Given the above Deng entropy, the maximum Deng entropy from 2 to

32 can be illustrated in Figure (2).

As a result, if 32 students have an exam, we need 32 times to determine

the highest students. The way is to ask the teacher: is No.1 student has the

highest score? Is No.2 student has the highest score and so on.

It should be noted that a former Deng entropy is presented in [6], which

is not satisfied the conjectures in [7], where we think that the time to de-

termine the highest score students is 32. In this paper, the maximum Deng

entropy not only well supports the conjectures in [7], but also has the sig-

nificant physical meanings to our intuition.

3. Conclusion

In classical probability theory, when the probability measure is only

assigned to single event, the Shannon entropy is efficient to measure the

uncertain information volume. However, when the exclusivity can not

be satisfied, the so called Dent entropy is presented to determine the vol-

ume of the generalized probability information. In short, given a set with

N events, the information volume is log2 N, determined by Shannon en-

tropy, if the event is exclusive with each other . However, if the event is
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Figure 2: Deng entropy changes with scale of frame of discernment |X|

not exclusive with each other, means they can happen at the same time,

the information volume is N, determined by Deng entropy. Undoubtedly,

Deng entropy can also be the measure of information uncertainty. One of

the ongoing works is to use Deng entropy to quantum computation.
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