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Some words upfront.

This book is written for future students as a guide into the physical world and
I intend this in the broadest sense possible. No generation should share the
confusion of the previous one and, at a certain age, it is our duty to succintly
present our findings for sake of the future of humanity. We should do this from
the standpoint of a childish, curious, spirit who tries to concquer the world
around him or her. Therefore, I have made the effort to keep the presentation
as complete and elementary as possible, to introduce the mathematical language
employed to a large extend and to present the arguments at a high level of de-
tail. In principle, every bachelor in the sciences should be able to read this book
but a very bright and ambitious student in his last year in high school might
understand a large portion of the material also. Indeed, chapters one and two
are mainly on the level of an intelligent 16 year old who is willing to work for
knowledge whereas chapter three starts from a high school level of mathematics
in a science program and brings you in some 50 pages to a pretty decent level
of knowledge in mathematics. Every bachelor in science should be able to make
that step but maybe an ambitious and hard-working 18-year old student could
do that too. Chapters four till eleven present the main theme of this book and
the reader should be able to follow all details having gone through the previous
chapters.

Obviously, I will make some comments which require a higher level of mathe-
matics but these should not disturb the reader and I shall try to make them in
a way that they are intuitively evident. They should stimulate the reader to
go beyond this book and try to find out things for him or herself. In the long
run, it is my intention to rephrase the material in this book in a way which is
still more accessible so that more people can enjoy its content and reflect in a
deeper way about nature than I did. For now, this is the best I can do regarding
aspects of the presentation as well as the content; its purpose is to convey the
spirit of scientific research as well as its importance for humanity.
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Chapter 1

Introduction.

The intention of this book is to dig deep in the first principles of physics and
develop, what is known as, a relativistic quantum theory from scratch. By this,
I mean a theory for the so-called elementary particles which constitute building
blocks of nature which cannot, by hypothesis, be subdivided themselves into
smaller parts. You might want to suggest that everything can be broken into
smaller pieces if you try hard enough and that the Greek philosophy of “atoms”
is merely an illusion. This may be so, but nobody managed yet into breaking
the electron since its discovery around 1900 and the reader will figure out that
we can do very fine by making the assumption that the electron can be described
by a mathematical point. This brings us immediately to one of the main lessons
of the Copenhagen philosophy which is that a theory is just a theory and it may
be impossible to figure out the reality behind it all, if there exists one which we
can comprehend with the human mind. No prior knowledge of non-relativistic
quantum mechanics or quantum field theory is assumed although it wouldn’t
hurt in understanding some of the comments in the fourth chapter regarding the
non-covariance of quantum mechanics and “quantum field theory”. I often get
the comment, even from the so-called specialists, that my work is hard to read
and understand given that it is interdisciplinary and uses advanced techniques
or ideas from different fields such as mathematical relativity, operational quan-
tum field theory, global geometrical analysis and so on. I am of course aware
that those mathematical fields are not on the standard curriculum at university
and I know of a good deal of university professors who do not master at least one
of these subjects; this includes the so-called specialists who are knowledgeable
of one subject but entirely incapable of arguing in a different field in a different
language. It takes courage and a good deal of patience to write up a compre-
hensible account of a collection of research papers which span in total some 170
pages; a size which is just enough to obtain some results of importance and not
too much in order not to overload the reader with the gigantic task of reading
through more than 500 pages in order to gain some insight into the matter.
This book will be written in a unique personal brand which involves a mixture
of historical comments and modern approaches from my point of view: it is by
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no means so that the topics which I mention and which fall outside the main
line of this book are dealt with in a way as envisioned by one of the historically
important founding fathers. Rather, it is my personal view on these matters,
which has been formed after long years of reflection, that is presented. Readers
interested in historical development should consult the original papers or read
a conventional textbook on these matters. This book is the result of recent
reseach and is therefore at the frontline of science: it is obviously my hope that
it will become a standard reference work one day.

Particle physicists come in different guises, but most of them still have little
knowledge about the geometrical aspect of gravitation. This is expressed in the
worshipping of Richard Feynman, a rather inventive physicist, but completely
unfamiliar with “modern” notions of geometry even in the 1960 ties. Einstein,
in 1915 knew more about geometry, through communication with Elie Cartan,
than Feynman did: as is always the case, praising ignorance is on the boundary
of stupidity and it is with great regret that I see some people taking on a sim-
ilar attitude in the last years. Now, things have evolved a little over the years
of course, but it remains a fact that most people’s comprehension of geometry
is limited to local tensor calculus and some hear-say about global topological
considerations. Very few physicists have tackled modern mathematical work
on global geometrical apects of physical problems and most are therefore com-
pletely unaware of the appropriate language to deal with these issues. This is
pretty bad as the language one speaks often shapes the ground for ones ideas
to form.

The ideas expressed in this book are of such fundamental importance to physics,
and therefore to society, that in my wildest dreams, I would turn it into a book
for the intelligent 16 year old high-school student. I remember very well that at
the age of 13, I was interested in the genesis of things, why is the world and we
humans in particular, the way it is? What is the purpose behind it all and in
what language can we adequately express these things? In those days, I was in
my philosophical mood and an ardent listener of the germanic classical work:
Wagner, Bruckner and the magical eye of Wilhelm Furtwangler were high on
my list. Likewise were Freud and his evil student Jung: the human mind has
fascinated me ever since and if I am lucky enough, I will write another book
about that. Sad is ones destiny given the fact that one has to choose a partic-
ular thing to study: luckily enough, I took physics, the science to which every
other science comes second. I could write an entire book about the importance
of physics for society, for its structure, its policies, its comfort, glory and ev-
erything which is associated to human progress, but this is neither the place
nor the time to do that. Being a physicist is a responsible job, it is hard to
speak about the unintelligent things and try to figure out laws these “objects”
or maybe subjects have to satisfy. Take an electron for example, now, there is
nothing in the world which would tell me that an electron is not as complicated
as a human being, perhaps electrons are sexual too and have babies! This old
idea of “scale invariance”, meaning that physics is the same on a wide range of
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scales is quite far reaching indeed and there is no a-priori reason why we should
have succes in figuring out the behaviour of electrons. Perhaps, when they are
close together in some sense, they might show intelligent and socializing capac-
ities but we should start from investigating them when they are “isolated” in a
reasonable sense. At least, this is the classical viewpoint: the problem resides
in the word to be. Now, at this point, you might want to turn on the alcohol
level in your bloodstream and ask yourself wether you can a-priori demand that
some particle is at a fully specified event in spacetime when no other material
subject in the universe sees it as being so. In other words, in the absence of
any “connection” to another subject, is an electron at a well specified place?
We, humans, would say it is rather obvious that we are always “somewhere”
and “connected” to something else such as a chair, a bed, the floor or at least
some object but electrons have more “potential” to be free than we are, so for
them the answer may be different. At the beginning of the 20’th century, a most
dramatic experiment has been performed shedding some light on this issue: one
took an electron gun pointed at a distant screen, separated from the gun by
means of a plate with two distant slits, and found that by shooting one electron
at a time, the arrival density on the screen was one corresponding to the en-
ergy density of a wave instead of what they expected from a point-like particle.
In either, they found an interference pattern! Now, you can assume that the
surrounding through which the electron “travels”, provided we can even speak
in such terms, is a kind of medium, where at some distant point, the particle
has “information” about the environment and eventually the previous particles
passing there as well as both slits in the plate in particular. You see that such
scenario becomes pretty complicated soon and what should happen if we cannot
assume that a particle travels and perhaps does not even exist after it leaves the
gun? These are hard questions indeed and frankly speaking, we do not have a
unique answer to these issues. Now, things become even more complicated: if
I would like to determine wether a particle goes through the right slit and not
the left by means of some light bulb, then it turns out that this knowledge de-
stroys the interference pattern what should make one conclude that the medium
also remembers the particles history given that a particle that goes unobserved
through the left slit does not take into account the data associated to the pre-
vious detected particle(s) through the right slit. So, a particle knows if another
one has been detected or not or, at least, the presence of the detector changes
its behaviour even though the particle and detector might not “connect”.

Let me take a sip of wine, we are still talking here about electrons, remember?
As I said, the issues associated to this experiment have not been settled yet but
physicists were more than happy to find one theory which would also work in
the case electrons get bounded, for example to a nucleus. Indeed, the double slit
experiment by itself does not really show in which direction we should think, but
it might help if we find an equation which would lead to predictions for other cir-
cumstances which would then, again, be confirmed by experiment. This would
still not reveal the true mechanism behind what is really happening, neither
would it answer the question if the particle travels or not, but at least it would
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make predictions which we can test experimentally. Of course, the mathematical
form of the theory evoques some distinct interpretations, but none of those have
ever been checked experimentally. More radical, assuming completeness of the
theory regarding observable predictions, shows that we will never know which
interpretation is right and which not: it is all a matter of metaphysics. At least,
this was the attitude of eminent pre-war physicists who were convinced that the
best a theory can do is to predict probabilities of a certain outcome of a given
experiment, which begs the question who or what can perform an experiment.
Can our electron not perform an experiment and measure if it arrives on the
screen? The split these physicists introduced between observer and observed
has been a major obstacle to form a quantum theory of the universe in which
observer and observed should be described in the same language. An idea which
has been rejected because it is rather complicated and counterintuitive, since
many of these double slit experiments have been performed in vacuum, is that
of a medium which carries the imprint of the history of particles having passed
there. Such a theory of a spacetime with memory and intelligent “classical”
electrons is of course still possible, but not very efficient.

There was another set of experiments, made with atoms which indicated that,
at small time and distance scales, the behaviour of a single electron had to be
very different from the one predicted by the classical physics known at that
time. They measured that atoms come in layers: more specifically, the atom
emits and absorbs radiation energy in discrete packages. Now, not only did the
classical physicists of that time compute that the atom would be unstable on
very short time scales, given that the accelerated electron would radiate out
energy and therefore eventually bump on the nucleus, but there was no reason
to expect why energy exchanges with a radiaton bath would come in discrete
packages. Such thing was mathematically known to occur only if something
“nonlocal” is going on, meaning that the electron “knows” or “feels” the en-
vironment of and around the nucleus and reacts holistically. Now, it may be
that the mathematical language at the time was not fit to deliver the proper
physical ideas and indeed, recent computer simulations show that it is enough
to assume a stochastic radiation background in order for the classical atom to
have a nontrivial ground state. So, there are still people working in the field
who have not given up yet upon “advanced classical ideas” in order to “ex-
plain” those phenomena regarding the double slit experiment and the atomic
structure. I think this is a good thing and it is valuable to humanity to know
several different points of view on the same matter. Now, we just anticipated
that the mathematical language known at the beginning of the twentieth cen-
tury suggested that something “nonlocal” or “holistic” had to be going on and
I added the wisdom that this may be a “wrong” idea after all. “Wrong” is
then to be used in the metaphysical sense but not in a practical one, given that
our holistic viewpoint gives rise to predictions which accurately match observa-
tions; at least, this is so in weak gravitational fields on small time and distance
scales where “small” means a couple of kilometers or so. The “brilliant” idea
theoretical physicists had at the beginning of the 20’th century was that the
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wavelike behaviour exhibited by repeated single events in an electron double
slit experiment was not due to an intelligent medium and alike electrons, but
was present for any single electron! So, mathematically, they argued, we can
replace the electron by the wave as long as it is not measured; such an holistic
approach would also be capable of explaining the atomic spectra as was soon
shown afterwards. So, the picture they worked towards was that an electron
was double faced: when measured, it behaves as a particle, when it is free, it
behaves as a wave but it is unknown what it is. Some researchers, who like to be
metaphysical, would say that the electron really is a particle and that the wave
somehow reflects “information” or knowledge available to the electron. This is
a viable point of view, but the minimalists shamelessly use the argument that
we will never know, given that their interpretation of the theory does not allow
for such fantasies.

Indeed, the so-called Copenhagen clan under impetus of Werner Heisenberg, dis-
covered an operational formalism which changed the wave when a measurement
occurs; this change was irreversible so there is no way of tracking the electron
as a particle without disturbing it. So their point of view was that if you see
the electron as a particle, then it is because you measure it, not because it is
a particle. It is unknown whether this point of view is really correct or not or
even if measurements only come into one single category as the Copenhagers
assume. To me, it appears that measurement might have many more fine de-
tails associated to it and we shall come back to that in chaper two on general
philosophy of physics. A weak point of the Copenhagen interpretation is that
they do never link a specific measurement apparatus to an observable quantity;
that is, they do not define the conditions needed for some experiment to take
place. This was of course realized by the founding fathers and the physicists at
that time felt that this problem would be way too hard to tackle and that it
had to be postponed to the future. So, we have now come that far that the very
substance of an electron is questioned, but we accepted it shows intelligent and
holistic behaviour. It is to me still amazing how a couple of simple experiments
can lead to such different viewpoints and that we nevertheless all agree that
the wave-particle picture does a good job in predicting outcomes of experiments
even if the theory is incomplete. I recall that we are only dealing with electrons
here, how much more complicated would it become if we would replace them by
humans. Would it be possible to say something intelligent about that at all?

The reader must sense here already the excitement of what is going on; instead
of sending the electron to the humanoid “electron-psychologist” in order to fig-
ure out the motives and ground rules behind its behaviour and label if the latter
is good or bad, physicists largely gave up on that idea and contented themselves
with statistical predictions, given a certain experimental setup. Many believe
this is the best they can do; in this regard, I do not care about this issue but
wouldn’t mind a conversation with an electron couple or two. Striking of this
all is the shear humility of physicists; even for electrons, they have given up
on the illusion that we might be capable of figuring out the individual, indeed
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even defining “it” or maybe better “he” or “she” is no easy matter and lots
of debates around these issues are going on. Comparing this with the outright
arrogance and stupidity of social scientists, who have the pretence of figuring
out the human behaviour, it must become clear to you why proper physicists
do not want to have anything to do with such “scientists”. It is already bad
enough that they reside in any university council. So, mister Noldus, I hear you
think, what kind of theory for elementary particles will you present us with in
this book? In this regard, I must shamelessly admit I am going to follow the
philosophy of the Copenhagers and stay far removed from the “psychology” of
the individual electron, photon, Higgs boson and so on. In other words, I am
going to make it as easy as possible for me: that is already hard enough as the
reader will notice!

In a short while, I will present more in depth the “Copenhagen” philosophy
which I deem to be different from what most people mean with the Copenhagen
interpretation. The reader might notice that I will present my own “interpre-
tation” or “picture” which should by no means be taken literally given that I
am not an (accredited) electron-psychologist. This picture will nevertheless be
useful in “understanding” the meaning behind certain concepts such as locality
and relativistic causality and the reader should cherish it in that respect. I will
use some terminology which shall be fully explained in chapter three; the reader
who is unfamiliar with it should simply absorb the ideas and flesh out the details
later on. The main achievement of Werner Heisenberg constituted out of a very
simple mathematical observation: a free wave Ψk(x) with four momentum ka

is given in Minkowski spacetime, which we shall define in chapter three, by

Ψk(x) ∼ eikax
a

and therefore, the operation of multiplying this function with ka is equivalent
to −i times deriving it with respect to xa, which we denote by −i∂a. In other
words, the momentum “operator” Pa together with the position operators xb

satisfies the following Lie-algebra[
xb, Pa

]
= iδba,

[
xb, xa

]
= 0, [Pa, Pb] = 0

where [X,Y ] = XY − Y X and the Lie-bracket obeys a desirable property

[X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0

called the Jacobi-identity. We will say more about Lie-algebra’s in chapter
three. Since the wave of a free particle must have a geometrical significance, we
should find one and generalize that to curved spacetime. This is the path taken
in chapter six, but history unfortunately took another road. Indeed, physicists
concentrated on the Heisenberg Lie-algebra and found a recipe related to the
classical Poisson bracket algebra {f, g}. Indeed, as has been shown by Hamilton
a few centuries ago, simple classical physics can be fully described by an energy
function H(qi, pj , t), called the Hamiltonian, and a bracket {f, g} on functions
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f(qi, pj , t). Here, the qi are thought of as the coordinates of the theory and the
pj the canonical momenta. The bracket is defined as

{f, g} =
∑
i

∂f

∂qi

∂g

∂pi
− ∂g

∂qi

∂f

∂pi

and the reader is invited to show that it satisfies the Jacobi identity. In partic-
ular,

{qi, pj} = δij1

and Dirac’s idea constituted in making the simple relacement between the Pois-
son bracket and i times the commutator. Alas, this scheme is full of ambiguities
due to the non-commutative nature of the operators xb, Pa and the commu-
tative1 nature of the classical variables qi, pj . More in particular, the quan-
tum relacement for a classical energy like qp2 could be, for example, PxP or
1
2 (xP 2 + P 2x). The “operational” viewpoint however, in spite of its problems,
has led to an interesting principle which I shall explain now. We shall prove in
chapter three that from the commutation relations[

xb, Pa
]

= iδba

and some additional assumptions it follows that that

∆Ψx
a∆ΨPa ≥

1

2
.

This formula means that if a particle is in a state Ψ, then the product of the
uncertainty on the position times the uncertainty on the momentum in the
direction a is larger than one half. For a free particle with momentum k in a
state Ψk(x), ∆ΨkPa = 0 whereas ∆Ψkx

a = ∞ so this formula does not really
work well for a free state and we shall fill in the details of that later on. The
reader may wish to construct a state which fixes position but with an infinite
uncertainty or spread on the momentum. It is this principle which shall be the
cornerstone of my formulation of relativistic quantum theory too albeit in a
somewhat different guise.

It is easy to understand, however, why this formulation of physics is not a good
one and tied to flat Minkowski spacetime. This argument shall be worked out in
far more detail later on but it is so simple that most readers will profit from it
now. There are two things which matter: (a) as it turns out, elementary particles
come with internal spin degrees of freedom and therefore wave functions are not
really complex scalars but spinors Ψm1...mk for a particle of spin-k2 (b) in a
curved spacetime, we should have equivalents of the plane waves too. Hence,
suppose now that the xa should be replaced with coordinates xµ where the
Greek index has a different significance, as I will show to you later on, than

1Two variables x, y are said to commute if and only if xy = yx.
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the Latin one; then, the correct momentum operators in a curved spacetime
background should be of the form

Pµ(y) = −i∇sµ(y) + . . .

where µ is a spacetime index, ∇s the spin derivative and y the spacetime vari-
able. But then, we have that

[Pµ(y), Pν(y)] ∼ −Rµν(y) + . . .

where Rµν(y) is the so-called Riemann tensor at y defined with respect to the
coordinate basis ∂yµ at y. This shows that a geometric formulation of quantum
mechanics clashes with the Heisenberg Lie-algebra given the assumption that
the Minkowskian coordinates used before should have no global physical signif-
icance. This shows that the Dirac recipe cannot be sustained given that each
known action principle is defined from local spacetime quantities and physical
Minkowskian coordinate systems are globally defined with respect to a reference
point. This argumentation will be fleshed out in full detail in chapters three and
four but it shows already that locality, in some sense, has to be given up. The
reader should wonder why the founding fathers of quantum mechanics did not
think of this argument back in 1920; the reason is historical. Einstein’s relativ-
ity theory was then just discovered and I really did not exaggerate a while ago
when stating that even contemporary physicists do not know geometry beyond
some elementary level which allows them to make some computations.

For now, I will explain to you a geometric vision on the plane wave Ψk(x) which
should allow the reader to generalize this idea to any curved spacetime; in other
words, we define the free particle in a spacetime which curves and bends. I will
explain you this at an intuitive level, the necessary mathematical background
being presented in chapter three and worked out in full detail in chapter six.
Minkowski spacetime obscures many fine points regarding the correct way to
define the notion of a free particle with four momentum ka given that it is
maximally symmetric. This means that it is translation invariant, in either
spacetime looks the same at all points, and moreover isotropic, meaning that
at any given point, it looks the same in all directions. This implies that the
notion of a free particle created at some spacetime event x does coincide with
the notion of a free particle created at some event z. That is,

Ψk,x(y) = eika(za−xa)Ψk,z(y)

as the reader may easily verify. This is no longer true in curved spacetime
where a free particle has to “travel” on hills and through valleys. This is the
first lesson we should remember: the notion of a free particle depends upon
the spacetime point where it is created. Indeed, we will speak in general terms
about creation and annihilation of a particle at certain spacetime points and
about free propagation of the information that such particle was created at x.
So, the “Fourier wave”

Ψk,x(y) = eika(ya−xa)
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where x denotes the point where the particle has been created, indicates the way
how “information” about the birth of a particle at x propagates - even backwards
in time- through spacetime. We will now come to a geometric picture how this
propagation takes place; logically, it is something which originates at x. Let
γ(s), s : 0 . . . 1, be a curve joining x to y and k be a four dimensional vector
at x. What we will do is to drag k along γ and define k(s) as the dragged
vector defined at γ(s). We want to derive the principles behind the propagation
mechanism which allows one to write down an equation for φγ(x, k, γ(s)) such
that

φγ(x, k, y) = Ψk,x(y).

This principle is easily found and I call it Lorentz invariance which means (a)
that the modulus squared or “probability density” of the wave does not depend
upon the wave vector k and, moreover, (b) φγ(x, k, x) is independent of k. This
means that the simplest equation satisfying these demands looks like

d

ds
φγ(x, k, γ(s)) = iγ̇µ(s)kµ(s)φγ(x, k, γ(s))

with initial condition φγ(x, k, x) = 1. We call this a relativistic Schrodinger
equation and its solution in Minkowski spacetime does indeed not depend upon
γ and is given by

φγ(x, k, y) = eika(ya−xa)

which is a remarkable result indeed. We just derived that the notion of a free
particle created at some point x follows from the principle of Lorentz invariance
and does not depend upon the path of propagation given that Minkowski space-
time does not contain any local geometrical degrees of freedom and is therefore
topological in some sense. This last result is of course no longer true in a general
curved spacetime and we will have to select a very special class of curves along
which propagation occurs. The reader is invited to think about a physical idea
giving him precisely this class.

The reader should now object and utter fine, you just defined the notion of a
free particle created somewhere, but how do you now define the probability that
it can be annihilated somewhere else given the uncertainty principle. Indeed,
our quantum theory shall be mainly derived from the function Wm(x, y) which
denotes the amplitude or propagator associated to the creation of a particle of
mass m at x and the annihilation thereof at y. Clearly, we should build this
object from φ(x, k, y) which indicates the creation of a free particle with momen-
tum k at x. Now the uncertainty principle dictates that given the fixed position
x we are totally uncertain about the momentum which means we should inte-
grate over all momenta

∫
d4k. Now, it is so, that the four momentum should

point towards the future, which demands the insertion of θ(k0) and that it sat-
isfies Einsteins energy momentum relationship meaning k2 = m2 leading to a
factor δ(k2 −m2). In total, this gives

Wm(x, y) ∼
∫
d4k δ(k2 −m2)θ(k0)φ(x, k, y)
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which is the correct formula derived in quantum field theory for a spin-0 particle
in Minkowski spacetime, but is here generalized to any spacetime.

These very few elementary remarks constitute the very core of the definition
of the dynamics of the theory: what remains to be discussed are the internal
degrees of freedom of a particle, a principle telling you how to define interac-
tions and finally, the rule for a probability interpretation. These subjects are
carefully introduced and physically argumented in full detail in chapters five
and six but are essentially no more difficult than the argument given here. The
reason for me to postpone these issues is that I feel that they are easily un-
derstood once one has the technical baggage of chapter three under the belt
as well as an in depth discussion on the definition of probability. Indeed, we
will go beyond the standard Kolmogorov axioms which means we extend the
Hilbert space formalism to be treated in that same chapter. I want to warn
the reader upfront that my treatment of the internal degrees of freedom of a
particle is different from standard ideas about these matters: for example, a
photon will not only have states with helicity plusminus one but also a state
of helicity zero corresponding to a polarization parallel to its four momentum
k, the so-called longitudonal one. In standard quantum electrodynamics on a
Minkowski background, these states can be ignored which basically means that
helicity of a particle is a Lorentz invariant concept in the operational sense of
Weinberg which relies upon non-degenerate representation spaces. I will argue
that in the presence of non-trivial gravitational degrees of freedom, this is not
the case and a state of helicity plusminus one in one local reference frame may
lead to a different amplitude than a state of helicity plusminus one in another
reference frame. It is just so that we demand this not to be the case if we would
ignore all gravitational effects and go back to the standard Minkowski theory
where the longitudonal state is dynamically irrelevant and therefore decouples
from the theory. The latter is just an unphysical idealization where one would
imagine elementary particles to move in an absolute vacuum where a dynamical
SO(3)-class of reference frames is totally absent: it is known that the theory
does not exist in that limit and therefore our novel physical insight appears to be
mandatory. Technically, albeit our theory is Lorentz invariant in a well defined
sense2, it is not Lorentz invariant in the operational sense of Weinberg since the
operation of changing between reference frames has an impact on the “state”
of the particle which is not quantified as usual. Therefore, Lorentz invariance
in the ontological meaning of the word has different implications than Lorentz
invariance in the standard operational sense as worked out by Weinberg3.

We will start by expressing “standard” physical ideas in our language and one
therefore anticipates upfront that they lead to exactly the same problems as
quantum field theory on Minkowski. Thereby, the “only” virtue so far be-
ing that we uniquely generalized a troublesome framework in Minkowski to an

2We will go deeper into that matter in chapter six.
3The distinction resides in the inclusion of zero norm states or ghosts as the reader will

discover in chapter six.
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equally plagued theory in any curved spacetime. The reader must understand
nevertheless that this is, by itself, a nontrivial thing to do and that all known
standard approaches to the subject still did not reach the level of generality and
maturity obtained in the discussion above. The results displayed in this book
are, however, much more far reaching than that and we will cure the theory by
looking for more general equations attached to the principle of Lorentz covari-
ance defined above. Indeed, I specifically said that the simplest equation led
to the standard plane waves which means that there exist other equations with
non-trivial parameters leading to “approximately” the plane waves and a well
defined theory. Actually, I will not only argue from the mathematical side but
also give a physical analogy why such parameters should be nonzero. Hence, the
failure of standard quantum field theory is explained here as being associated
to ignoring very crucial physical effects which should simply be included in your
theory. These effects are commensurable with our notion of Lorentz invariance
and therefore do not endager the theorist of being in conflict with recent cos-
mological observations. We introduce this new physics step by step in chapters
six and seven.

So, from a historical point of view, our theory constitutes the very first exam-
ple of a well defined framework which includes the gravitational force as well
as the “quantum” laws for elementary particles. It is this reason why I have
decided to reveal these results for a larger audience; that they may enjoy the
new language as well as its inherent simplicity and generality. Now, of course,
I do not claim this is the only point of view on these matters possible and the
reader may enjoy a much broader perspective in chapters two and eleven. What
I do think however, is that this theory is the simpelest one possible and that its
lessons must be present in any more complex scheme of “quantum gravity”. In
this sense do I believe that the novel physics required to cure old problems are
not merely associated to a particular scheme but are lessons of a more universal
nature which should show up in any future alternative candidate theory in one
form or another.

The remainder of this introduction is devoted to the deeper underlying idea that
formulating physical theories in a manifestly geometrical language is a superior
strategy. This has by itself nothing to do with the fact that a dynamical theory
for a curved geometry constitutes the suitable candidate for a theory of gravi-
tation as Einstein dictated by means of his famous equivalence principle. The
latter can only be true because gravitation acts on a test particle in a way which
does not depend upon the mass of this particle. Einstein showed that under
reasonable conditions the Newtonian laws for a particle in a gravitational field
could be deduced from free motion in curved spacetime which is the reason why
relativists often stress that gravitation is not a force but the geometry of space-
time. As I shall explain in chapter two on the general philosophy of physics,
spacetime is the theater in which elementary particles reside and humans live:
in order to be able to define laws for elementary particles or humans, we need
relationships between the events of spacetime. Physical definitions of elemen-
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tary constituents should be made by using these relationships only since they
constitute the ground rules of the house defining the irreducible characteristics
of its inhabitants. The reason why geometry should constitute at least a part of
these relationships is to delineate a class of events which are locally to the past
of some given event, meaning that the latter notion imposes a physical condition
on processes of elementary particles. This physical condition states that only
quantities associated to processes which do not travel into the past, in some
sense, should be included. This statement is not intended to mean that there
do not exist processes going backwards in time, just that to such process one
associates a quantity corresponding to a process going forwards in time. This
is a dynamical condition of “internal temporality” which should be satisfied by
any physical theory albeit it constitutes a weaker statement than the assertion
that processes never travel into the past in spacetime. Hence, some notion of
pregeometry, defining a local partial order, should be the constituent of any
physical theory: spacetime may be endowed with more structure than that but
the latter is the theoretical minimum.

Hence, every decent formulation of physical laws is a relational one and that
is precisely the picture we advocated above regarding the “quantum” laws for
elementary particles. Here, elementary particles were defined in a holistic way
with respect to a reference event which we associated with the place of creation.
Einstein’s theory of general relativity, which constrains the geometry by means
of the mass distribution in the universe, constitutes the simpelest example of a
relational theory in the sense that it satisfies the stringent property of locality,
something which should be abandoned in any quantum theory of the universe.
It, moreover, is a theory which imposes conservation laws for matter and ge-
ometry separately whereas one would generically suspect the real world not to
satisfy any conservation law and certainly not two of them. In a sense, it is
a philosophically challanging statement to claim that these conservation laws
are the result of a dynamical symmetry the laws have to obey but as we shall
argue in this book in chapters two and three, this symmetry group is way too
large and the consequence of a philosophy which prefixes certain qualities of our
universe. This is certainly against Einstein’s own philosophy which constituted
of the desire that a physical theory should depend upon a minimal number of
kinematical assumptions. Indeed, such theories are the most generic ones and it
is the fate of humanity to drop such “ad-hoc” assumptions when going from one
theory to another: a story which is never-ever finished. One of the assumptions
which we shall dispose of in this book is the very idea of an a-priori kinematical
symmetry which is elevated to a dynamical symmetry leading to conservation
laws. This is connected to a “Hamiltonian” formulation of physics and indeed,
those ideas are referred to history and permanently disposed of in this book.
The technically trained reader will then conclude that we will dispose of local
partial differential equations too as the language in which physical laws have
to be formulated and this is indeed the case. We shall, instead appeal to the
much richer framework of geometrical processes to formulate physical laws; a
philosophy which allows one to obtain a true spacetime formulation of physical
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laws given that the initial value point of view, which required a split between
space and time, is improved upon. For a relativist, this sounds a natural thing
to do and the reader will notice that a lot of the quantum magic, associated
to the 3 + 1 point of view, dissapears in this four dimensional formulation of
affairs.

The enormous advantage of a book, which reflects your own research, is that you
are acutely aware of further generalizations of your line of thought. Whereas
the world used to be in a thight jacket and you partially released it from that
constraint, doing so opens a new world of possibilities never envisioned before.
I will profit from this occasion and fill the book with remarks, preceded by the
header “Extension”, of that nature; this should enable the reader to understand
better why we currently impose the constraints on the theory we do. So, this
book is written in a way as to make it as organic as possible, a quality I admire
in the conducting of Wilhelm Furtwangler and which I aspire to follow. The 16
year old reading this book has certainly scratched in his hair a couple of times
already and must have wondered “this is way above my head”, certainly when
it regards the technical aspects of the matter. I would advice to keep calm and
proceed; things you never heard about, let along never thought about, always
come as a shock when you meet them for the first time. But later on, it be-
comes fun, you start to understand where they come from and you engage in
naive ideas of how to make improvements; chapter two of this book tries to fill
in the philosophical gap. It introduces you to a language which we will develop
to even speak in appropriate terms about the world you live in; if you have
never thought about it, read it, try to understand why this primitive language
is most likely mandatory and if you are really ambitious, look for improvements
or generalizations you can think of. Also I talk about some things which I do
not reflect upon since they appear natural or evident to me, in case you would
see potential troubles with some way of phrasing things the way I do; write
down your own improvements and motivate the fine details. I must warn you
that I speak already in a way which is far more general than most physicists do,
so you will have a hard but enjoyable time.

After chapter two, I will try to hang the 18 year old on a mathematical infuce,
pooring ideas and results directly into ones brain. I will do this in a playful way
but, nevertheless, not shy away from giving you the exact definitions. These are
important to learn to accurately speak about the things you want to say: for the
16 year old, it is more important to understand the idea behind every definition
rather than being able to work directly with it in a logically consistent way. You
may try to do that when reading this book for a second time, but I formally
promise that I will write chapter three in such a way that anybody reaching
that level of intuitive understanding can associate the correct meaning to every
mathematical statement I make in this book. To be able to verify these things
by yourself requires further skills which one obtains after some formal training
or playing with them on a sheet of paper in the solitude of a quiet chamber for a
sufficient amount of time. This is as ambitious as I can reasonably be: one book
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cannot constitute the substitute for an entire five year training at a reasonable
level but it may just give you the most important ideas and concepts you are
going to learn about in those five years. Being someone who cherishes some
aspects of the modern generation, I advice anyone who wants to dig deeper in
some of the mathematical material to first consult the internet prior to buying
a good book about it. The huge advantage of Wikipedia is that it provides
you with the crucial insights to understand what is going on while a textbook,
all too easily, dwells on details which are not that important. The 16 year old
should use this resource when feeling that he or she has not quite reached a
sufficient level of understanding from my presentation, whereas some parts, but
certainly not all of them, will be rather standard material for the trained physi-
cist. He or she may decide to skip chapter three and consult it only in case it is
really needed, I have included chapter three for the general reader who is no so
mathematically trained as a scientist is.

We start to work towards the real theory in chapter four which every reader
should carefully digest; albeit I have gone through some effort in this intro-
duction to argue for the geometrization of physical laws, the reader should
understand what kind of things can happen when you do not do that. The
non-covariance of standard quantum mechanics is argued from some different
points of view which basically imply that the theory becomes unphysical and
leads to all kinds of strange effects, some of which have become standard lore
in the physics community. Well, if you sleep with a dog, then strange things
happen and general covariance is precisely the kind of recipe which turns the
dog into a beautiful woman, if you are a man at least. Chapter five is like a first
taste of something new: the idea of how to geometrically construct free waves,
satisfying a positive energy condition, is explored and words such as propaga-
tion and probability of detection are carefully introduced. It also explains, to
some extend, the gap with the standard view and how problems in the latter
are solved within our philosophy. The reader should really embrace this rela-
tively short chapter with care as it constitutes the basis for everything to follow.
Chapter six expands upon the ideas of chapter five and contains an entirely new
theory of spin having some subtle, but not unimportant, differences with the
standard lore: since our viewpoint is much more geometrical, we deem it to be
the correct one. The results obtained in chapter six are truely wonderful in the
sense that it normally takes an entire book on quantum theory and a few chap-
ters on quantum field theory to reach an understanding on these matters which
is inferior to the one obtained in those twenty pages. To illustrate the progress
made in this totality of thirty pages, a standard quantum field theory textbook
only treats relativistic quantum theory in Minkowski, it has no clear interpreta-
tion and is by no means rigorously defined. On the contrary, it is not clear what
the theory really is and it fills typically around five hundred pages of unmoti-
vated, unrigorous calculations to obtain some “results” of interest. This brings
us to chapter seven where we carefully examine the implications of the gems
of our theory: we introduce some typical integrals corresponding to elementary
scattering processes and show that, as happens in the standard theory, (a) the
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propagator is not well defined in the Lebesgue sense and exists only in some very
weak dual sense and (b) that the latter does not suffice to define the general
integrations of interest. Standard renormalization theory is then some ad-hoc
game to provide for a “physically motivated” way to define these integrals by
substracting a finite part of them and to absorb the infinite remainder in some
free parameters of the theory. Also, it leads to the wrong physical insight that
a graviton theory cannot be meaningfully defined and it is completely uncertain
how the “theory” should be extended to include gravitational effects. We will
dispose of such “philosophy” here and proceed in a proper way by recognizing
that our viewpoint, unlike that of standard QFT, allows for the introduction of
extra terms in the defining equation of a free particle so that the propagator
exists in the Lebesgue sense and that all interaction processes are well defined.
The way of how to achieve such result is first introduced in chapter seven and,
at that point, we have definetly moved beyond all existing programmes. There
remain now three things to do: (a) define the general interacting theory, a task
which is done in chapter eight, where we introduce the “usual” Dyson series as
a summation over geometric processes (b) show that every geometric process is
finite, a task accomplished in chapter ten where we start by obtaining bounds on
the particle propagators and finally (c) investigate wether the series is finite for
a certain parameter range. This last task is assumed for the standard, known,
theories in chapter eleven where we will gather some interesting results. Hence,
the main theory of this book spills around 110 pages of ink, it is rigorously
defined and proven to be sound and works in a “generic” gravitational field.
Moreover, the issues regarding the role of the observer have been fully cleared
out and very little mysterious elements in the theory remain albeit it could be
more complete. These facts should suffice for any reader to carry on: I wish
him or her a lot of fun and courage in trying to digest my effort to bring one at
the forefront of physics in as little as 250 pages.

Obviously, this theory is a work in progress albeit it constitutes a considerable
step forwards regarding the programme of unification. The way in which it is
incomplete should be clear after the reader has carefully digested the next chap-
ter; indeed, the measurement axiom is somewhat put in a more profound way
as it is in standard quantum theory but not all issues regarding measurement
have been solved. He or she will get a sense regarding the difficulty of such
project when going through chapters two, five and six. There remain plenty
of other interesting topics to be investigated regarding global properties of the
background spacetimes and such issues are the subject of future research work.
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Chapter 2

General philosophy of
particle physics.

This chapter is a shameless, literal copy of a section I have written in a long
philosophical paper about the foundations of physics. I did not modify any
word in it given that it took me years to be able to present its content in the
way I did; all symbols are thorougly introduced and motivated and should give
the reader an idea about the general enterprise we are going to embark upon in
this book. Central to the entire enterprise of physics is the concept of spacetime
and to really have an insight into the assumptions which creep in regarding the
structure of spacetime, we must focus on our senses. Our mind tells us that
each individual undergoes a process of renewal meaning we have a relationship
of the form

A→ B

where we call A the initial state and B the final state, the arrow denotes the
“process”. One fundamental issue here is that if A and B determine the state
of the entire “universe” then one has that B always has to be different from A
otherwise we would not speak about a process, that is if there is no change in
the state of the total system, there is nothing that happens (note that we do
not speak about “time” here which I intend to ban from all discussions). This
already delineates a very strong distinction between so called open and closed
systems where I will call a system closed if observer and observed belong to it
and open otherwise; this is a very rough definition indeed and one might opt
for calling a system closed if and only if all physical questions asked come from
within the system and not from outside. For example, a closed box (thermically
isolated or not) can be seen as a closed system as long as one does not ask
questions like “if I open the box, do I find a cat in it?”. If the box is not
isolated from the rest of the universe, a creature within the box will resort
to a theory in which no conserved energy and momentum exist, probably he
or she will expect there is something beyond the universe due to the different
nature of the boundary region. However, when asked from the outside of the
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box, speaking as God, “where do you think this voice comes from?”, the cat
will probably answer that she came from the ferocious boundary region. When
finally revealed the truth by opening the box, the cat will recognize God as
another living creature and destroy all her boundary theories. The same trick
can be played with other animals such as ants making them believe that the
world is two dimensional instead of three dimensional, and who knows, perhaps
we are fooled in the same way. This situation already appears for singularities
in general relativity, where one can glue together different universes to form a
larger inextendible universe. For an open system, it is possible for

A→ A

as long as it is understood that the process denoted by → comes with a change
in the state of the observer but this is usually ignored in the description of
the theory. Now, this begs the question already, what do we, as observers and
observed percieve? The process or the initial and final states, both or something
else? One should distinguish between the processes we observe and those which
happen: indeed, as mentioned already, we can observe a static open system
but that process is not the one which is happening since nothing is static for
a closed system. This philosophical stance alone reveals that in the language
of quantum mechanics one would have to say that the discrete spectrum of the
Hamiltonian operator for a closed system cannot be observed, whatever time
evolution would mean in such context. So, we have to rephrase our question as

Ao →o Bo

where the subscript stands for the derived notion of states and processes the
observer holds. A quantum physicist would say that we measure properties of a
state, but then, shouldn’t properties not evolve too or is it something eternal?
In the Schrodinger picture of quantum mechanics, one would indeed say that
properties are eternal, but we will argue for a very different view on these
matters later on. So, with my states Ao, Bo I really mean “state and operators”
when referring to quantum mechanics; they are what evolves1 according to
→o which is something entirely different from →. It has been stressed several
times by the founding fathers of quantum mechanics that the classical world
is needed for the very existence of the quantum world and we shall argue that
therefore the picture A→ B is much richer than the picture Ao →o Bo where the
observer evolutions may be the set theoretical union of the observer’s classical
and quantum world. So a fundamental quantum universe does not exist and
neither does an intrinsically classical one, as we shall posit in the last section
of this work every object composed out of a sufficient number of elementary
particles is classical as well as quantum. As a general comment, notice that
the distinction between a state and process only arises when one writes down
finite sequences, for infinite sequences the role of process and state might be

1So, in the traditional viewpoint, I would say that a state Ao equals (Ψo,L(H)o) where
L(H)o is some star algebra of operators acting on Hilbert space Ho.

20



interchanged and it is all a matter where one begins to write down the first
entity. One notices that observation itself is a process, and one may ask oneself
what one is observing : (a) what we observe are processes and we infer states
from processes, this is identical to the idea that only work (the process) can
be measured and that energy is the state which is arbitrary up to a constant
(b) what we observe are (properties of) states now and we infer processes from
measurements at different times (c) both. Note that all take (a personal) “now”
as a fundamental notion and assume another process, the one the observer
is consciously undergoing, as primordial although a theory from the observer’s
perspective cannot qualify, but nevertheless quantify this process, it is just called
the variable “time” in non general relativistic theories. In general relativity,
Einstein extrapolated, as did all scientists which came before him, the personal
notion of time as a quantifier to (mathematically) integrate the processes, to
a meta time which exists and flows. Note that the notion of process is even
more fundamental than the notion of time and that one can always rescale
the time duration of a process. What the continuum hypothesis of Einstein’s
meta time says is that no process is irreducible, meaning it can always be split
up as the composition of two or more processes; the discreteness assumption
on the other hand goes to the other extreme and says that, very much like the
natural numbers, every process can be written as a finite composite of irreducible
processes with that distinction that this decomposition does not need to be
unique. There is of course the more generic attitude that irreducible processes do
exist but not every process can be (finitely or infinitely) decomposed into them;
nevertheless, as mentioned already, this situation does not need a quantifier for
its description and therefore we think time is not a sane metaphysical concept
to rely upon but process and state are. For sake of convention, nevertheless, I
will continue to use the word spacetime but as the reader will discover it gets
a somewhat different meaning than envisioned before. Before we proceed, we
must make a perhaps unnecessary distinction between thought processes and
actual processes in the sense that for the former, nothing is happening but for
the latter something is; this evoques spiritual discussions such as, does there
exist a mind irrespective of the body? These thought processes reveal a reason
for a particular transition A → B to take place; one could argue that these
thought processes do exist but from the point of view of our universe, they are
pointless and we like to capture them into physical principles (note that there
has to exist an infinite hiarchy of thought processes and universes in this line
of thought). This is how one has to close that discussion if one wants to get
anywhere in reasoning regarding nature. Other processes are expected processes,
one might again put forward that these do not really exist but are a synthesis of
real processes; expected processes are processes anticipated in the state of the
universe which does not only reveal its being but also its potential becomings
as well as their associated potentialities, prospects of the future if one likes.
Mathematically, this would boil down to the fact that the state of the universe
A contains symbols such as

B → C, λB→C
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where in quantum mechanics λB→C is a complex number. There is something
to say for this viewpoint if you want to make a distinction between expected
potentialities and realized potentialities of processes. I believe, we humans do
make that distinction in the way we move in a very simple way, we estimate the
possible outcomes of a future process and their probabilities and make an actual
move (with a certain probability) based upon this estimate and this move de-
pends upon how far we can calculate ahead, such as is the case in a chess game.
Again, as said before, one might argue that these calculations are the result
of more elementary processes in our brain and that it takes a while to make
that specific move; physicists in any case do seem to prefer this explanation for
the very elementary reason, I think, that it is the simplest one. This is a sane
attitute as it would be hard, at this point, to falsify this simple premise; on the
other hand physicists have also ignored the direct influence of processes which
have happend in one’s person’s past, not just the remote past, as playing a role
in his actions, this is so called physics where the dynamical law has no memory.
As this does not imply at all that there does not exist such thing like memory,
also this attitude is not stupid and motivated by the principle of simplicity.

This discussion already reveals that instances of perception of processes is not
the same concept as instances between processes, nevertheless we might call
such instances “now” and (eigen)time the lapse between succession of instances.
Coming back to the question what we observe, I think it is pretty clear which
philosophy is the correct one and that is (c), we observe both processes and prop-
erties of states: for example, one can observe oneself breathing but one never
knows precisely how far ones chest is extended at that instant but nevertheless
one measures that ones chest is extended. In physics so far, we speak about a
generator of processes, something which has to do with determinism and the
assumption of an a-priori existence of spacetime and other eternal structures.
Quantum physics is so far our only theory where the generator has a different
mathematical prescription than the concept state which is good since both have
philosophically nothing to do with one and another. So fine, we haven’t said
anything about space and time yet, nor about dynamics, neither did we clarify
the word state and process, we just wrote down a diagram which clarifies the
notion of a process related to the word state. Before we enter into the discussion
of spacetime let us show by a very careful, but simple, reasoning how a gener-
alization of the kinematics of classical and quantum mechanics comes around -
this example is preliminary and ignores certain important points but it will do
for now. Suppose that space (and not spacetime, we will explain later on why)
is related to distinct generating properties (also called atoms in the lattice of
propositions) x, y, z . . . all of which might have been created from nothing by a
sequence of processes, then one can make (not logical, as we will see later on)
propositions about these properties and the properties themselves have to be
regarded as potentialities for making propositions. For example, the proposition
?(x, λ), where ? indicates the fact that we are making a proposition, would mean
“the potentiality that a particle is found with property x is λ”; from now on, we
will drop the star and λ and simply denote a one property proposition by the
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property x itself. This may be read as “a particle exists with property x” but
one should always keep in mind that the potentiality matters too; we leave it
completely open as how this potentiality is quantified. How space is related to
atomistic properties depends upon one’s point of view and we will come back to
it later on but one may propose for now that space is “common” to all atomistic
properties without really knowing what it means. Generating means that every
property of a single particle is constructed from them by means of the operations
∧ and ∨ and a quantifier potentiality λ associated to such word while distinct
indicates that every combination (word, potentiality) is distinct (meaning there
is no relationship between different words and potentialities). From the defi-
nition, it follows they are not mutually exclusive in having, meaning that one
particle can have the property of two distinct atoms but in quantum mechanics
some of them are mutually exclusive in the sense of measuring, meaning that
one particle cannot be measured to have more of some specific properties (for
example, a particle cannot be measured in two different positions). Before we
proceed, we must decide wether the above sentence is a meaningful one; that
is, wouldn’t it be better to say which particle has property x? We do for sure
theorize about one and the same particle having those and those properties
and in particle experiments, it is necessary to assume that properties of a sin-
gle particle propagate and under certain conditions, we pertain that “reason”
obliges us to acknowledge that we observe the same particle once again. In the
macroword, this happens all the time; for example if I were to commit a crime
and later the police captures a person looking exactly like me using the record
of the criminal act, he can sustain as much as he wants to that he did not do it
but nevertheless he would get convicted. Supposing that we are identical in all
other aspects too, that is our voice sounds the same, we both live on the streets
and are beggars and so on, it would be impossible for the judge to separate us
in case they would find me too; in a super advanced society, they might read
your harddisk (memory stored in brain) and in this way they finally could judge
me! This somewhat funny example reveals the following elementary facts: being
identical of me and my twin drifter is in the eyes of a third party, I know I am
me and not him and likewise does he, second the matter of being identical or
not might be a matter of perception of the beholder and if he were to improve
his or her perception he or she might disover the truth after all. We cannot ask
to elementary particles or even cats where they come from, in the case of cats
we have the possibility to trace back their steps based upon characteristics of
their smell, skin and so on, but we have no such chance with elementary “parti-
cles”. Nevertheless, nature might care which properties a particle had before it
decides about its future properties; since we cannot decide about the “history”
of a single particle, it is hard (but not impossible) for us to develop a dynamics
where this should matter; in the theory of quantum mechanics, this limitation
is elevated to a virtue since it is declared by fiat that nature just works like
that - end of discussion. Heisenberg was a proponent of this principle which he
revealed by the cryptic sentence that our theories of nature should not contain
elements which we cannot measure, where the act of measurement refers to the
object under study. Obviously, I cannot measure anybodies identity but I know
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I have one; in psychiatry one can even speak about appearant “multiple” identi-
ties when a person undergoing a psychosis hears voices in his head and wonders
if they are really him or not. That is, there one could speak about the reflexive
relationship that one hears oneself thinking and depending upon the sensation
this comes with, one imagines that one hears oneself speaking or someone else.
Of course, the predominant opinion is that these voices are just processes in
the brain fooling us, but nevertheless it is necessary to speak about at least one
I outside the brain, otherwise this sentence wouldn’t make any sense. This I
doesn’t observe, but is the awareness of the observation; for example I could say
“I observe the computer screen” and imagine what this sentence really means.
Well, they would explain me that photons coming from the computer screen are
hitting my eye, which translates this in an electric signal which is transmitted
to my brain, there it is decoded into an image. This may all very well be so,
but logically speaking I should still add that I see the image in my brain. This I
cannot be a property one could measure but it is ultimately that what observes.
This is the least one could say, I have met religious types who would claim that
our “intelligence” is not measurable either, by this of course they do not mean
that one cannot perform IQ tests, for what that may serve, but that it does not
correspond to any physical process. That is, the “I” should be supplemented
with our thought process which are stored on a spiritual “harddisk”, in other
words they are processes happing outside the framework of spacetime (note that
an identity falls outside spacetime too); as I have said before, these are processes
for which nothing happens, since happening is tied to spacetime and visa versa.
Note that I don’t say what spacetime is, nor what a happening is, all I say is
that one is tied to another; as I have mentioned before, science has to close that
door and elevate it into physical principles. Coming back to our discussion, the
I exists (even quantum physicists don’t deny that) but they claim it to be irrele-
vant for physical processes since we cannot measure it; what I will do, is to turn
the role around and define measurement from certain changes concerning the
properties of “I”. Indeed, quantum physicists are confronted with a supplemen-
tary definition of measurement process which they take for fundamental; the
measurement process distinguishes itself from the “evolution” process in cer-
tain characteristics but in my opinion, they are just two extremes of something
much more reasonable. Let me elaborate upon why this would be necessary in
a closed system: in quantum mechanics of a single particle, the measurement
apparatus is “symbolized” by an operator, so that what measures gets a funda-
mentally different status but also falls out of the quantum system. If one would
take quantum physis of the universe seriously, then one arrives at the contradic-
tion that the operator cannot be applied since the observer also belongs to the
system. This has lead to speculations about a universal consciousness making
the observation, but that doesn’t really make much sense and I believe most of
the founding fathers of quantum mechanics would have repelled that attitude.
What I will do instead, is to restore the identity matter, leaving it entirely open
if “most of time” the dynamcis doesn’t care about this issue, but making it of
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primordial importance when it boils down to defining the measurement process.

Now, it happens all too often that one symbol gets different meanings and we
shall disentangle those from the beginning by using another symbol: for exam-
ple, the couple (a, b) can stand for the ordered pair (a, b) where a has meaning
with respect to A and b with respect to B and as such a and b have nothing
to do with one and another, or the sentence a is in relation to b which we
shall denote by aRb. Likewise, we have the distinction of “union” and “join-
ing” where the union of two identities just means that they happily live next
to one and another (they still can send messages, but they need a third party
for this) while two identities join if they behave as one identity, that is, their
description is generically larger than the union of the individual descriptions.
Let me say here that words are just words and one could say, as we will do in
just a few moments, that a union is a trivial join is we decide that the dynamics
should leave the properties of a single particle rather trivial. This relates to the
eternal interplay between kinematics and dynamics where both decide what is
possible: the kinematics paves the ground for what is potentially possible while
it is the dynamics which is the ultimate arbiter of what possibilities happen and
which don’t. Obviously, if a possibility does not happen, then one might wish
to make ones structure thighter and eliminate the potentiality theirof. So when
we say that two particles behave as a single particle, we intend to mean this in
the broadest sense possibile (which is broader than quantum mechanics indeed),
so from our viewpoint, the distinction between classical and quantum physics
might not be one of kinematics and dynamics but one of dynamics only. Let me
illustrate this point of view which I realized only when I wanted to say things
very accurately: in a classical first order system (we will see how second order
systems can be treated later on) for a particle given by an equation of the form

ẋ = f(x)

one could describe the kinematics by x and λ where λ indicates the potentiality
for x to happen. In classical physics, this potentiality does not change over time
and remains 1. That is why classical physicists do not even speak about it,
because it is trivial; in quantum physics, we have a so called wavefunction

Ψ(x)

which is equivalent to writing

∧x realized in spacex

and λ where λ attaches a potentiality (complex number) Ψ(x) 6= 0 to each prop-
erty x in the conjunction of properties a single particle posesses. So, if we take
the proposition of properties and their potentialities as fundamental: it is the
dynamics that decides wether the proposition contains just one property and
likewise wether λ remains trivial or not. Now comes the catch one must un-
derstand very carefully: generically the dynamics of quantum theory will prefer
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to include as many properties in the conjunction as possible while the classical
theory remains at one single property. So the quantum theory is more “generic”
from this point of view but it is not at all for sure that the quantum dynamics
is more likely to happen as the classical dynamics; it might be something in
between or even something far more general than quantum dynamics. What
physicists unconsiously do when dealing with this matter is to call an electron
a quantum particle and a closet a classical object so in our language one might
interpret this as additional properties of an entity. Now, why would a funda-
mental particle be exclusively quantum and not classical also or something in
between? In physics, David Bohm and Louis de Broglie forsaw this possibility
and attributed as well classical as quantum properties to the electron: so this is
a new idea, that an unmeasurable property of a single particle might limit the
kinematics and dynamics, we will illustrate that point of view later on too. So
the reader must appreciate that what I am going to say below can be said in
many different ways, from different angles and one needs supplementary philo-
sophical prejudices to elimate one way of speaking about something or to elevate
one above another. Since this chapter was about general principles of physics,
I will refrain so from doing that as much as possible but on the other hand I
must give a balanced account of what possibilities have been entertained so far
in physics when dealing with these issues. In other words, when we say that
two quantum particles join in a quantum way, it might be that the dynamics
can make them behave as if we would take the union of them, such dynamics
would keep both particles effectively separated from one and another and might
be called classical. Differently, we might take the classical join of two quantum
particles and therefore pave the ground for a mixed classical quantum dynamics
where the classical part relates to the dynamics between them and the quantum
part refers to the individual dynamics. Such situation can, as said before, also
be described by the union of two quantum particles. However, if we take the
union, then we forbid the dynamics of a join unless the union becomes a join
of course. I will come back to this point later on, it is largely a matter of lan-
guage but it is far from trivial to even just imagine writing a classical dynamics
in Hilbert space, altough this is very much possible as exemplified above, it is
just so that Hilbert space is not the “natural” habitat for classical (first order)
dynamics. So, all of what follows is largely a matter of language and one may
shift between different points of view; the reader should realize this and keep
in mind that one cannot speak about the kinematics and that the framework
presented below is a fexible one.

As stated already, one could “join” in different ways, for example in a classical
and quantum way (we will define precisely what it means later on); so far in
physics, the joining is minimal: that is the properties of the join are compos-
ites of properties of the individuals2, there is no room for fundamentally new
elements to arise from the joining. One could argue against this idea by relying

2Mathematically, this expresses itself in quantum mechanics by the idea that the two
particle Hilbert space is the tensor product of one particle Hilbert spaces.

26



upon an old argument of Leinaas and Myrheim. So what mathematical oper-
ations could correspond to those ideas of union and (minimal) joining? The
proposition of the union of particle one with property x and particle two with
property y is denoted by x1 ∪ y2 while the joining of particle one with property
x and particle two with property y is denoted by x1 ⊗ y2 (or we might equiva-
lently have used the logical symbol x1 ∧ y2). Actually, we meet here already a
very point of reflection; when we say that 1 and 2 have nothing with one and
another to do, it is fine that we use ∪ as a symbol since it is symmetric, that
is x1 ∪ y2 = y2 ∪ x1; we alternatively could also have written {x1, y2} but when
we “join” 1 and 2 it is maybe of importance in which order we join them (that
would be new in physics) or the “join” depends upon the properties of the par-
ticles; indeed, so far we have not said that x would just correspond to a point in
space, it might include other properties which do not “commute” meaning that
one cannot just interchange them between particles (so it might matter for the
“join” that particle one has property x and particle two has property y and not
the other way around, depending upon the properties x and y). Therefore, we
will use the symbol x1⊗αy2 where the α reminds us that the joining can happen
in many different ways. This is an important fact as the questions we can ask
about the “join” or “marriage” depend on the way it has been constructed. We
are not there yet since so far, the only reason to make a distinction between
a join and union was that the join might depend upon particle properties and
the union not. Since our original definition was that a join behaves as a single
element, we must first specify what operations can be done on single elements;
since we identified (?)x1 with the proposition “particle one has property x” we
simply have to take over all well known operations one can do with (logical?)
propositions, that is ∧,∨,¬. For example x∧ y means that a single particle has
properties x and y - we will define a single particle to be classical if none of these
operations apply, stochastic-classical if only ∨ applies, quantum if ∧ applies and
stochastic-quantum if both ∨,∧ apply. For example, in classical mechanics, a
single particle cannot have two positions which in quantum mechanics they can
have; also, in quantum mechanics, a particle can have spin 1

2 and spin 1, but
these properties can only exclusively be measured which we said before. Let
me stress so far that by distinct properties, I really mean properties which have
nothing do with one and another - appearantly, this may differ from theory
to theory, in classical mechanics the position and momentum of a particle are
distinct properties while in quantum mechanics they are not; I do not need to
comment so far on the specific mathematical implementation of this concept,
sufficient to know is that these properties can be specified exactly (for example
they can correspond to a real number or a word). I will argue against this
viewpoint that the momentum is a property of a particle, something which is
grounded in the philosophy of continuous time and “eternalism”3, I will present
a different interpretation later on. So, for a single particle, one could suggest
that (x∧y∧z)∨(w∧v)∨(¬z) has to be interpreted in the usual way (and corre-

3By eternalism, I mean that space and time exist a-priori, are uniform in (global and local)
structure and are of vital importance in defining the dynamical laws.
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sponds in quantum mechanics to a “union” of states, and can be interpreted in
the same way as a density matrix, as we will see later on) albeit the ¬ operation
is never used in classical nor quantum mechanics. There, one only states what
is, or the property one posesses and not, what not is (or what one does not
posess) since the absence of being (or posessing) of something automatically
follows if it does not belong to the list of what is (or what one posesses); while,
on the other hand, the above notation refers to what is true and what is not true
and the absence of a statement about the truth of something does not reveal
that it is false. So there is a real distinction in declaring that “an entity has
those properties” or by “the sentence that “this entity has those properties” is
true”; the former is just an object “sentence” while the latter corresponds to a
process

sentence
logical→ 1

where 1 stands for “true”. The reader must notice that I did not talk about the
word “implies” symbolized by⇒ as a logical operation since there is no a-priori
logic in spacetime; it is pointless to say that one event “implies” the other event
without saying something about the dynamics. So, the above operations are
not the logical ones and the interpretation of the property x ∧ y is that the
single entity has both properties x and y and no other which is not the same
as the proposition that particle one has properties x and y is true. Similarly,
the property w ∧ x ∧ y . . . ∧ z means that a single entity has properties w, x, y,
. . . and z. The ∨ operation used here, is the exclusive “or” where the property
x∨y . . .∨z means that the entity has exactly one of the properties x, y . . . z and
no other where the latter can be in general composed properties by ∧. The de
Morgan rules hold exactly in the same way as they do for the ordinary logical
or/and operations.

Let us now come back to the definition of a join which was that two identi-
ties join if and only if they behave as one identity: this already means there
exist at least (and indeed there exist more) four joins: a classical, stochastic-
classical, quantum and stochastic-quantum one. According to the definition of
a stochastic-quantum join, we can write down sentences like

((x1 ⊗α x2) ∧ (y1 ⊗β y2) ∧ (p1 ⊗γ p2)) ∨ ((r1 ⊗δ r2) ∧ (s1 ⊗κ s2)) ∨ (t1 ⊗λ t2)

where xi stands for property x of particle i and these operations are already gen-
eralizations of what in quantum mechanics is called the two particle Schrodinger
theory albeit the latter needs an extra, trivial ingredient. We are far from being
done and as the reader will appreciate, the current status of theoretical physics
is just at the second stage in a sequence of infinite stages one can write down in
this way. Before we proceed, we will slightly change our notation for the better
(as the reader will see):

(x1, y2)⊗α ≡ x1 ⊗α y2

this will allow us to speak about the “join” of n particles with properties xi as

(x1?, x2?, . . . , xn?)⊗α
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where xj? stands for property xj of particle j. In the physics literature, this
tensor product is “deduced” from the lower tensor products by means of a
strictly quantum mechanical argument (the cluster decomposition principle);
as we will argue later on, the cluster decomposition principle is irrelevant in
our more general setting and therefore such reduction should not take place.
The catch is of course that one must be able to speak about the union of
quantum mechanical systems, or in our language, the union of sentences in
“joined” particles. This constitutes a part of the question of how our operations
should be extended on composite objects. One usually regards it as a virtue of
relativistic quantum field theory to recognize the following simple fact, which
is here merely a question of completion of operators, which is that ∧,∨ extend
between multiparticle joins; that is, one can write down things like

((x1?, x2?, . . . , xn1?)⊗α1
∧ (y1?, y2?, . . . , yn2?)⊗α2

) ∨ (z1?, z2?, . . . , zn3?)⊗α3

which prepares the setting for an extension of quantum field theory. Here, some
caution is necessary, until so far we have assumed that if we write down things
like

(x1?, x2?, . . . , xn?)⊗α ∧ (y1?, y2?, . . . , yn?)⊗α

that both indices j : 1 . . . n in the “superposition” referred to the same particle
or entity, but how to interpret this more general situation? As a fact, for an
infinite number of particles, how do we know that the indices j in the above refer
to the same particles? The answer given in quantum field theory to this problem
is that this matter of identity is irrelevant regarding proper physical questions
one can ask; in other words, we do not need to answer this identification problem
in order to extract physical predictions like I measure a particle with properties
x or I measure two particles with property y and z. Hence, in this interpretation,
one excludes observables which do not measure properties of a definite number
of particles since it would be unclear how to interpret this. So, basically, one
measures properties, the act of measurement can only be performed thanks
to existence of particles or identities, but one declares oneself ignorant about
which particle it is one measures a particular property of. The fact that in
the macroworld, we can measure properties of specific identities (me or you)
happens then because we are not in superposition and the problem is not asked.
The reason why one can do this is because one speaks about a one particle
Hilbert space which is the same for all particles, the implication of this is well
known and that is that every particle can have an infinite extend or has acess
to the entire universe meaning one can form conjunctions and disjunctions of
properties in an unlimited way; it is this principle which we will criticize later
on. To jump a bit ahead, in quantum field theory, one speaks about creation
and annihilation operators corresponding to a particle with specific properties,
but one never mentions about which particle it goes; this gives a two particle
state x⊗f y, where f stands for “fermionic”, the meaning of the join of a particle
with property x and a particle with property y, both properties which contain
the word fermionic, and this “product” does depend upon the order in which
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one writes the properties x and y. That is,

x⊗f y = −y ⊗f x

and since we do speak in terms of which particle has which property, we will
refine the notation by stating that

x1 ⊗f y2 = −y1 ⊗f x2

where xk has the usual interpretation. We will later explain the meaning of this
minus sign in the context of quantum mechanics; So, I am going to properly
restore the identity question and leave it as a matter of dynamics to determine
whether one should make some identifications in a probability interpretation or
not. So, from now on, we shall always denote

(xi1?, xi2?, . . . , xin?)⊗α

where ij 6= ik for j 6= k and ij ∈ N. There is no a-priori philosophical, nor
physical reason to be so easy going about the identity question in the micro
domain. I admit it is a very strong principle to say that answers (probabilities)
to dynamical questions do not depend upon it, but it is for sure no mandatory
one since for example, there might be a principle concerning the number and
size of joins a single particle might engage in, and we should be conscious about
it when we decide to make either choice.

The reason why I have been so strict about the identity question is that one
might in principle posit that for example 1 and 2 join and 2 and 3, but not 1
and 3, in quantum theory, this situation is impossible to describe as it does not
matter (one would just say one has two particles) but it is clearly a very logical
possibility and I shall develop it further now. As before, we cannot preclude that
1 is single also even if it joins with different parties so we make the liaison part
of the dynamical content; moreover it should also be possible for 1 to remain
separate from 2 and 3. How should we write such state down? We would write
down for example

p1 ∪ (q1 ⊗α r2) ∪ (t2 ⊗β u3 ∧ v2 ⊗γ w3)

where the correct interpretation is that one has a description separated from a
description of the join of one and two and from the join of two and three. This
does not reveal yet that one has classical properties and quantum properties
from its joining with two for example; that is another question as we have
adressed already. We have called a single particle state stochastic if and only if
it is of form

x ∨ y ∨ z

that is ∧ does not appear into it. Logically this reads, the single particle has
property x or y or z. Now, one might be more liberal and assume the particle
must always have a well defined event associated to it but it might posses the
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colours purple and green jointly. In that case x is a shorthand for (p, green) and
we can write

((p, green) ∧ (p, purple)) ∨ (q, red)

and so on, this state is neither classical nor quantum but stochastic-quantum.
However, it posses classical features in the sense that it cannot have two prop-
erties of event; as we will discuss later on, a classical dynamics maps classical
states to classical states and likewise does a quantum dynamics but the most
general dynamics can map classical to quantum states, change liaisons by creat-
ing new joins and destroying existing ones and likewise so for separated entities.
So, in our general example

p1 ∪ (q1 ⊗α r2) ∪ (t2 ⊗β u3 ∧ v2 ⊗γ w3)

we say that 1 has a classical property p1 and a joint pure property with 2 and
2 has an impure property with 3. One might at this point agree that this
situation prototypes the most general one in the sense that the correct order
of operations is given by ∪,∨,∧,⊗α and that would make a lot of sense. It is
completely reasonable for a single particle to have two disjoint descriptions as a
single entity, for example a “classical” and a quantum mechanical one such as is
the case for the Bohm-de Broglie approach; also, it is a-priori possible for a single
particle to join twice with a second particle, as long as the “join” is different. The
distinction between p∨ q and p∪ q is that in the first case only one conjunction
is correct but nature has an intrinsic lack of knowledge about it (where usually
this lack of knowledge is assigned to the limitation of a description by some
observer), while in the second case both conjunctions are valid but different
descriptions, meaning you cannot apply ∧ nor ∨. Both arguments are familiar
to people who know physics albeit they are more restricted there; for example,
in quantum mechanics, we can have different descriptions of a single particle,
but there those are assumed, by construction, to be equivalent (meaning the
same up to a change of basis). Here, we extend this principle, by allowing them
to be non-equivalent; in words we make a distinction between a conjunction
of properties, which we might call a partial state and a conjunction of partial
states. In the language of set theory, this is the distinction between {X,Y } (the
conjunction between partial states) and {X∩Y } (the conjunction of properties)
where X,Y are subsets of some larger set; X or Y would then be given by
{(X ∪Y )\ (X ∩Y )} which is the disjoint union. One could try to imagine what
something like

(1 ∪ 2) ∧ (1⊗α 2)

would mean, literally one would say it has both descriptions as a system where
1 and 2 are disjoint and a description in which they are “joined”. In my opinion,
this would be equivalent to

1 ∪ 2 ∪ (1⊗α 2)

on the other hand
(1 ∪ 2) ∨ (1⊗α 2)
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would mean that only one description is true but we don’t know which one; it is
here that I would launch a philosophical principle which is that of definiteness
of the description which means that this “or” relation is forbidden. The reader
must notice that so far, I have skipped sentences like

(p1 ∧ q1)⊗α r2

bringing the operations which are valid for a single particle under the multi-
particle join; actually, we have declared (by our agreement upon the order of
operations) that such sentences should not be written. Of course, we should
comment upon this and we will postpone this discussion to the future, but
suffice it to say that in quantum mechanics it has something to do with

(p1 ⊗α r2) ∧ (q1 ⊗α r2).

As mentioned in the very beginning, one attaches “potentialities” to these sen-
tences; in standard quantum mechanics this means that to every particle prop-
erty we attach an amplitude, which is a quantifier from which the probability for
these exclusive properties to arise can be measured. Note, that this definition is
far more general than the quantum mechanical one as we do not even demand
this amplitude to belong to a division ring. Therefore, our setting is much more
flexible than the one of Jauch, Piron and Aerts; indeed, we did not make any
restriction on the lattice of propositions one can make, the only nontrivial input
is that of a union and a join and the definition of operations on properties of a
single entity. Moreover, one can further widen our scope in a categorical sense
and we shall just do that later on, this section was just meant as an appetizer
and there is much more to say about it than we did so far.

2.1 On the definition of spacetime and causality.

Now that we have defined the words classical and quantum given disjoint gen-
erating properties which we associated to space, let us now come to a further
specification of what we mean by “spacetime”, before we can proceed to the no-
tion of universe. Spacetime furnishes, in the most abstract sense, the ground for
properties of elementary particles just like Minkowski geometry does for point
like particles. To start with, everyone’s description, which is different from one’s
experience, of nature is that of a sequence of processes

A1
o →o A

2
o →o . . .→o A

n
o

and the question now is how to “glue” these experiences and descriptions of
open systems together in a theory of a closed system, the universe. This is what
the philosophy of spacetime is about and what causes all the heathed debates:
experience has thought me that you need to weaken this gluing procedure as
much as possible. Let me first give an idea of the scope of this question, its
twists and turns as we know it in modern physics; as I have stated already, the
theory of quantum mechanics is a theory of open systems meaning the observer
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does not belong to the system. Since in modern Quantum Field Theory particles
are described relative to an observer, they have become an observer dependent
concept, a philosophical stance which cannot be maintained for closed systems
where the observer himself consists out of particles. So, the reader may guess
that different observers might give different descriptions of what is going on:
one observer might be an accelating one while the other freely falling (I will
explain these concepts in far greater detail later on). What the theorists now
do is to compare these descriptions of the universe of both observers by assum-
ing three objective properties (that is spacetime, the so called field algebra4 and
the field equations); the very structure of quantum mechanics allows for such
comparison to be made once these objective properties are taken for granted.
Now, what one arrives at is that while the free falling observer may describe the
universe as empty, the accelerating one will describe it as being full of particles
(we will spawn more detail out later). From the viewpoint of a closed system,
this would mean that the process of accelerating will necessarily create particles
if the universe were empty so that the accelerated observer effectively sees them
and a remote, free falling, observer at some distance of the accelerated one might
observe something like particles surrounding the accelerated observer. Now, it
appears rather obvious that the specific spectrum of particles which get born
together with the act of acceleration will depend on something more than just
the magnitude of it; for example it might depend upon the mass and charge of
the observer. This is the nonsensical aspect of the usual quantum mechanical
calculation which has been called the Unruh effect, the spectrum of particles
seen only depends upon the magnitude of acceleration of the observer; this is
in some way logical as the very scope of describing open systems is limited to
the very primitive character of the observer. Indeed, for a perfectly massless
and chargeless observer, such as is the case in quantum field theory, physical
intuition would tell you that no particles are born whatsoever because of accel-
eration. This has often led me to say that there does not exist an Unruh effect
while at the same time admitting that particles may be found whose spectral
properties would probably depend upon a lot more than just the magnitude of
acceleration of the observer. Of course, this is all just a theoretical exercise and
an Unruh effect has never been detected, nevertheless most researchers would
claim it implies an observer dependent nature of the particle concept and as I
have just illustrated that is just plain nonsense (and also erupts the question
what this metaphysical observer really is). Before I will enter in the rather
difficult general discussion of gluing our experiences together, let me elaborate
first on how science has dealt with this question for the last couple of centuries
starting out with Newton, Galilei and friends: they assumed (a) there is a fixed
number of material objects constituting the universe, the processes →o every
“conscious” material object observes also happens at the very moment the ob-
servation takes place (here again one abuses language -and identifies a process
with a now- because they assume the process of observation to be infinitely
fast). Therefore, they completely tie the concept of happening to observation

4I will argue against an objective field algebra from the traditional viewpoint later on.
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by demanding that there is a universal “now” associated to an infinitely fast
process (observation) such that in reality there is an objective process happen-
ing when we observe something like it happening. This is Newton’s principle of
simultaneity of happening and observation, by our senses, of this event; hence
the deduction by Newton and consorts of the existence of signals which “travel”
infinitely fast. These are of course not all the assumptions Newton made, but
it is one of the most important and basic ones. Second, Newton assumed that
this “now” had the structure of a three dimensional Euclidean space (R3, ds2)
where

ds2 = dx2 + dy2 + dz2

so he did not only assume that material bodies made up the universe, but the
universe was more than that, a fictitious space (which could contain no matter
at all) equipped with a fixed Euclidean line element which he interpreted as a
fixed physical measure stick which was outside the realm of dynamics. Third, he
assumed that every past and future now had precisely the same structure and
that time is a continuous parameter running infinitely far to the past and future.
So, Newton went far beyond the more elementary process view explained in the
beginning of this chapter and described everything with respect to a meta time.

Einstein, Minkowski, Lorentz, Poincaré and friends offered a less rigid but simi-
lar interpretation, very much like Newton, he presumed eternel material bodies
making up the universe and likewise did he give the universe a fictitious struc-
ture beyond that but some interpretations of relativity deny the existence of an
absolute now of being, meaning that the theory contais an element of where I
am when you read this work. By this, I do not intend to say that the theory
must give a unique answer to this question, but at least that it gives some an-
swer; Einstein’s theory of relativity leaves this completely blank and proposes
that the issue is not a physical but a metaphysical one. I am not a historian of
science and I usually do not really care who thought what, but let me present
the minimal assumptions which go into the theory of relativity and then present
possible “supplementary” interpretations. I think that Einstein was impressed
by the fact that Minkowski’s geometry turned up in the theory of light and he
wanted a theory of gravitation which was compatible with it. If one takes this
point of view, then the causal interpretation of the conformal structure of the
metric follows from additional assumptions regarding classical (field) equations
of motion. It is however so that classicaly, you can turn this relationship around,
that is start from a notion of causality and a volume element and deduce grav-
itational phenomena from the geodesic equation of motion. The latter says, as
explained before, that free particles move on a straight line which correspond
to the ellipses and circles of flat Euclidean geometry when one makes a three
(and not two) dimensional projection. We will come back to the causal inter-
pretation in a while. As said, general relativity (and perhaps Einstein too) sees
the question more broad, than Newton did. One recognises that the question of
the happening of a process versus an image of it being “sensed” by an observer
removed from it needs to be answered, but Einstein also thought that “signals”
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could travel at most at finite speed so that me measuring a signal coming from
Venus means that Venus sent out this signal somewhere in my past ; likewise
he recognized that there were signals from places which had not received me
yet so that they were “spacelike” to me. Moreover, in some bizarre twist, he
designated the places in spacetime to which I can send (towards the future)
a signal (in my personal) now. Einstein constructed his work furthermore on
the insights of special relativity where it was the causal geometry of Minkowski
which was being important, the latter being given by

(R4, c2dt2 − dx2 − dy2 − dz2)

where c is the speed of light. To my mind, it is pretty clear that Einstein must
have thought that the lightcone

c2dt2 − dx2 − dy2 − dz2 = 0

delineated the propagation of physical processes, light is to travel on the light-
cone and all material bodies are to travel within, that is

c2dt2 − dx2 − dy2 − dz2 ≥ 0.

This is one facet of the causal interpretation: all signals propagate within the
lightcone. More precisely, one has the following initial value point of view: sup-
pose that all initial conditions for the universe are given on a three dimensional
hypersurface Σ, that is the initial conditions for the metric (gravitational field)
and matter within the universe, then the evolution of this data has the following
dynamical property: the state of matter or the gravitational field in an event
is fully determined by the initial data in the past of this event. This implies
that if you would change the initial data outside the past of this event, there
would be no influence whatsoever on the state of matter and the gravitational
field in that event. This is a result valid for fields, for point particles one can
show that if they initially travel within the lightcone, they will continue to do
so; but on the other hand it is possible for them to travel outside the lightcone
(and continue to do so), such particles are called tachyons. For a philosopher,
the very existence of a gravitational field is already an assumption he cannot
a-priori justify and it is natural to resort to a causal interpretation since this has
something of a more substantial flavor. In other words, we need to find the log-
ical origin of gravitation which is a question Einstein left far open. Now, there
is a logical connection in theoretical physics between the concept of Minkowski
geometry and some quantum mechanical assumptions on the one hand and the
particle properties of mass and spin on the other. More specifically, the state-
ment is the following: Minkowski spacetime has a symmetry group which we
call the Poincaré group, quantum mechanics dictates that any symmetry should
be elevated to an operational symmetry (so that invariance under it becomes an
operational principle) and that one needs to study irreducible representations
of the group. Those irreducible representations determine partially the distinct
atomistic properties of a single particle; that is mass and spin are predicted
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but not say electric charge. Let me list the long chain of assumptions which
goes in the deduction of these properties: (a) “eternalism” (b) continuum hy-
pothesis (c) operational symmetry (I will spawn my comments on that later on)
(d) irreducible linear representations determining distinct atomistic properties.
There are other approaches towards this problem, one constructed several years
ago by this author and another one relying on spinor bundles and the theory
of fields. Both approaches elevate the above deduction to a more general set-
ting and both have their problems. In classical general relativity, one could
try to deduce the existence of a particle in terms of properties of the gravita-
tional field, for example there exist solutions to the vacuum equation with so
called singularities where the physical properties of the solution suggest that
a particle should be present at the singularity or that the geometry represents
a particle and its gravitational field even though we inserted no matter terms
in the Einstein equations. This is for sure the case for the Schwarzschild and
Kerr-Newman black hole solutions and such general programme might be called
“matter from geometry” instead of “geometry equals matter” where the equal-
ity means that both influence one and another but are independently defined.
It it unnecessary to say that here one still needs to define an identity from the
gravitational field but the catch is that this identity is not going to influence
the evolution of the gravitational field, the latter just evolves by itself (and the
identity would need to be redefined during this evolution). It is just so that one
can define an identity which one might reasonably suggest to be a source for the
gravitational field but in reality it is not. This situation is less general of course
than the one where one takes identities as fundamental as they are believed
to have an influence on the notion of geometry. Let us now come back to the
interpretation of causality in quantum mechanics, is it there also the case that
particles propagate within the lightcone or that fields satisfy causal propagation
properties? There, the answer is more subtle and is given by the statements that
(a) the field operators for sure propagate in a causal way but (b) particles can
“propagate” outside the lightcone and even into the past (another consequence
of eternalism). More precisely, if I were to create a particle by acting on the vac-
uum here with the field operator, it might (with some probability) immediately
be measured on Venus in some global reference frame. In that sense, signals
do travel faster than light in quantum field theory, since I could replace the
word particle by say Mozart’s symphony. Nevertheless, the notion of causality
presents a limitation on this kind of exotics by making the probability, for such
detection to take place, exponentially small in terms of the spacelike separation;
at least, this is so in Minkowski spacetime. Effectively, without reference to field
operators at all, the notion of causality would mean outcome independence, a
notion which is derived from a 3+1 view on Einstein’s four dimensional “block”
spacetime and which will be explained in the next section. So, we are left with
two distinct meanings on causality both of which may be right in their own
domain of application; my suggestion is to dispell the notion of causality from
foundational discussions and replace it by “evolution of an individual atomistic
property” and maintain that it is the dynamics which decides what causality
interpretation holds - that is outcome independence ought to be a constraint on
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the dynamics resulting from the notion of “evolution of an individual atomistic
property”.

Before we proceed with this more general discussion, let us further examine a
bit the implications of Einstein’s view on spacetime: for example, it implies that
the future already exists. Moreover, it obscures the experience of the process
of measurement between two “nows” by an individual observer given that there
is no such thing as “happening” in the theory. Nothing comes to creation in
the theory and everything is eternal unless you run into a singularity (which
should not be seen as an internal contradiction in the theory as some prominent
physicists stress, it really depends upon one’s interpretation); as it turns out,
according to our definition of a process as a change of state, modern physics
arrived in the murky situation that with a traditonal view on the notion of
state within Einstein’s theory, there is no process taking place whatsoever and
therefore no observation. This is generally accepted to be a consequence of gen-
eral covariance, a symmetry which is only possible because of the assumption
of “eternalism” or in other words, due to the denial of some dynamical origin
for this symmetry. It is a dead place for quantum mechanics and this is indeed
the so called problem of time physics faces since 90 years. The intention of
this section was to be general, so I am postponing more details on these prob-
lems of general relativity, instead I return to my original question and study
if I can solve it into an even more general way than Einstein did and with a
significantly different interpretation such as “evolution of individual properties”
versus causality.

So, our discussion is still one of kinematics, meaning ways to phrase the basic
ingredients to speak about a theory of nature, not about dynamics which dic-
tates how these ingredients merge and evolve. To illustrate the great liberty
at hand here, let me give a Newtonian way of describing Minkowski’s geome-
try; suppose that space exists, which as we have said before is the collection
of properies of elementary particles, and is given by (R3, dx2 + dy2 + dz2), a
three dimensional metric space. Suppose that it just remains static during the
process of evolution and introduce a time δt for a process of evolution to hap-
pen. Then, we would like to say which atom (point) evolved into which atoms
(points) during this process of evolution; we declare by fiat that (x, y, z) evolves
into all (x+ δx, y + δy, z + δz) for which

c2(δt)2 − (δx)2 − (δy)2 − (δz)2 ≥ 0.

Given that the geometry of space is fixed, one can now retrieve Minkowski’s
view by choosing an origin of time and taking δt → 0. We are now confronted
with the question, which point of view is the correct one? Minkowski’s point of
view which is “eternalist” and takes the Lorentz symmetry as fundamental, or
this point of view with an absolute time and space but with emergent relations
arising from reducible processes, with otherwise exactly the same physics? I
think this question is again one of what one means by the observer: Minkowski
would say the spacetime coordinate system is tied to a global observer while in
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my view one would need to add the observer as a physical entity to the sys-
tem and then notice that its dynamical time (eigentime as measured by perfect
clocks) does not need to coincide with the meta time t. Actually, I think that
both interpretations are mistaken since in our view, why would the process of
evolution of properties not depend upon previous established evolutions of prop-
erties and properties themselves ? On the other hand, one should just remark
that the Lorentz symmetry is always a local symmetry and properties of par-
ticles should be determined by the local geometry and not the global one. For
example, one might imagine that for some corner of the universe, the property
spin is differently defined what would be the case if space were four dimensional
instead of three dimensional over there or if the metric were four dimensional
Euclidean instead of Lorentzian (such as is the case for the Hartle-Hawking
wave function). Therefore, the virtues of Minkowski’s viewpoint (the Lorentz
symmetry) do not require his “eternalist” viewpoint. Hence, we arrive at the
more general viewpoint that one needs to study processes from one universe,
where one considers spacetime instead of space to a larger universe. Let us now
try to make that precise, in our previous analysis, we stressed that properties
of elementary particles were related to space and preferred this over saying that
they were related to spacetime, the reason why I made that choice is because I
had not defined space nor spacetime yet and it was more correct, given that we
can only measure properties of space, to state space. So far, we have uttered
the words properties which are necessary attributes for particles, evolution of
properties, processes, space and spacetime: let me now try to find a proper
language for dealing with those concepts and point out its limitations. First of
all, why would we like to speak about evolution of properties? As we will see
later on this concept is one of pregeometry, that is under additional assumptions
Lorentzian geometry follows from it. Strictly speaking, one can write out a pro-
cess just as evolution of conjunctions and disjunctions of properties of particles;
but such dynamics would not be based upon any principles if we did not specify
any relations between properties. Newton already recognized that and unified
these relationships by means of the concept distance (metric) so that he could
speak about properties which are far apart and close by. Now, I believe it is a
general principle that nothing must be static, meaning that those relationships
had to evolve too which is part of Einstein’s view; but there it are the spacetime
relationships which count and not the space relationships. These relationships
are what I call evolution of properties, wich are preserved and created by means
of a process which is something even more radical in the sense that now, the
properties get “reborn” also: it is the dynamics which must decide how far this
birth process must go and their existence should not be a-priori determined such
as is the case in Einstein’s theory. This paves the ground for dynamical laws
(that is the potentialities we attach to processes) which evolve too: away with
“eternalism”!

Now, we just spoke about the fact that a universe with laws needs relation-
ships between its properties and that those relationships might change and new
properties get born by means of a process. As far as I know, there is no real
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justification whatsoever to limit those relations to the concept of evolution of
properties which I will explain now. In a sense, the latter constitutes a gener-
alization of what Einstein did, but excludes such possibilities as a Riemannian
(part of the) universe such as exists in the Hartle-Hawking wavefunctions. As
the reader may guess, this concept relates to the dynamical notions of finite
signal propagation, as laid out by Minkowski, and the notion of outcome in-
dependence, but I will present it in a somewhat more general way than usual.
We will make the agreement here that all our spacetimes contain the relation
“evolution of properties” although I warn the reader again that there is no good
philosophical reason to do so - my attitude being grounded here in history. Now,
in what language has been spoken so far about the evolution of properties? This
has been done in the category of sets as we will work out now; when we say that
a property x evolves during a process, it means we attach a set of properties to
it {a, b, . . . c} some of which might not belong to the previous universe. That is,
the new state of the universe contains all actual properties (including the new
ones) as well as the information about the evolution x → {a, b, . . . c}. Unless
we assume that evolution processes are irreducible, we must assume that we
will allow for the birth of evolutions between new properties also. Now, and
this is just a matter of convention; in order to “depict” the effect of a sequence
of processes involving the birth of new evolutions of properties and properties
themselves; it is convenient to assume that every property x is different from
the properties {a, b, . . . c} it evolves in. Another option to reconstruct the pro-
cess would be to enumerate the evolutions of properties so that we know which
evolution came before another in the sequence of processes. Traditionally, one
opts for the first viewpoint and this “picture” is what is called spacetime; in
case for a finite number of properties in spacetime, one can depict this by means
of a so called Hasse diagram. More in detail, we draw an arrow from x to a
if a ∈ {a, b, . . . c} where the latter should be read as x evolves into {a, b, . . . c}
and not x has properties a ∧ b . . . ∧ c or x has properties a ∨ b . . . ∨ c or for
that matter any proposition one can make from the properties a, b, . . . c. How
does this relate to set theory? Well, if the evolution of properties itself is not
irreducible, then the reader must understand that for some of the properties in
which x evolves into must evolve amongst themselves, that it is possible that
b→ {c, d, . . . e}. Consistency of what it means to evolve into, then should imply
that

{c, d, . . . e} ⊂ {a, b, . . . c}

too. Now comes the fundamental assumption which is the following: our dis-
cussion suggests that we should expand the notion of evolution towards sets of
properties. We assume that this evolution reduces to the individual one in the
sense that {x, y, . . . z} evolves into the union of evolutions of x, y, . . . z. Without
this, it would be impossible to formulate initial value formulations for physics
as x and y separately might not evolve into a but jointly they would. More
abstract, consider the following category prop which consists of all subsets X,Y
of properties as objects and with morphisms the inclusion i : X → Y if X ⊆ Y ;
then our evolution E is a functor E : prop→ prop which maps every subset to
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the one it evolves into. E satisfies the four properties that

E(X∩Y ) ⊆ E(X)∩E(Y ), E(X∪Y ) = E(X)∪E(Y ), E({∅}) = {∅}, E2(X) ⊆ E(X)

and moreover
E({x}) ∩ {x} = {∅}

for any singleton {x}. All conditions, except the first one which follows from
E(X ∪Y ) = E(X)∪E(Y ), are independent and one can wonder why we do not
elevate E to a monodial category (containing prop) by allowing for a “join” ⊗ of
properties just like we did for particles and properties theirof. The thing is that I
would not know what it means. Spacetime, on the other hand is an identity and
the description above, in terms of the category prop and functor E, which we
will denote by the tuple (prop,E) constitute the properties of spacetime; hence,
we can allow for looking at spacetime as a quantum, classical, stochastistic or
classical-stochastic entity depending upon which operators ∧,∨ one allows for
in the kinematical description. Also, here, one might go further and consider a
single universe to consist out of multiple spacetimes and therefore allowing for a
join ⊗α applied to spacetimes; this would be considered as a second quantization
of gravity. Even more exotic, one can quantize the universe, consider multiple
universes and universes of universes, we will treat all this in greater detail later
on. It is not as simple as it looks and one needs to be careful about it. So,
what is now the definition of actual space given that we have a spacetime: it is
the set of all properties {x} such that E({x}) = {∅}. To relate to the literature
here, the notion of evolution we have described here is equivalent to that of a
partial order on the set of properties, and therefore our programme includes
causal set theory. The virtue of my presentation is that one appreciates its
limitations when speaking about nature while causal sets are usually percieved
as a generalization of known physics. Moreover, in causal set theory, the partial
order is suggested to determine a notion of causality, an interpretation which
we rejected here; at best, it should have something to do with causality but
the dynamics is the arbiter of that and not the kinematics. Indeed, causal set
proponents regard this partial order to define the past and future of an event
(which I call property), an interpretation which just does not make any sense
and has lead them to consider the wrong notion of Bell causality.

2.2 The relations between the identity space-
time and the subordinate identities of mat-
ter.

For now, we have said that spacetime is constructed from properties of mat-
ter and evolutions thereof. These properties are assumed to be distinct but
not necessarily atomistic in the sense that smaller properties of particles can
be derived from relations between evolutions of these primary properties. For
example, spacetime in general relativity is given by a four dimensional manifold
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equipped with a Lorentzian metric; the local Lorentz group is something which
follows from the Lorentzian metric or one might also argue that it is encoded
into it from the very start. As said before, the Lorentz symmetry, as part of
the Poincaré symmetry, gives rise to the notion of spin while the translation
part of the Poincaré algebra gives one a notion of mass (the arguments to get
there do not need to be quantum mechanical in nature at all) and to my feel-
ing there is a standard interplay between dynamics and kinematics here. That
is, the concept of mass as well as its magnitude might follow from a mixture
of kinematics and dynamical restrictions and not just from kinematics alone.
We are still far removed from such an understanding in theoretical physics and
certainly many theorists would dream to calculate the mass of an electron from
first principles. Newton’s concept of mass came from his intuition about the
meaning of the concept “force” but nobody knows what that means either and
certainly, as mentioned before, the units of meter and second cannot be funda-
mental either so that dimensional analysis really cannot be the main guide in
one’s thoughts albeit it is a very useful and a powerful way of thinking when
dealing with theories for open systems which are written out with respect to
an observer’s reference frame. There appears to be no metaphysical argument
beyond this which could settle further the kinematics of spacetime and there-
fore deduce the properties we are speaking of - here we must let ourselves be
guided by our senses which may not be the best method after all. For example,
our senses would say spacetime is four dimensional meaning that we have three
dimensions of space and one dimension of time; it is very possible to construct
theories with more dimensions of space and maybe of time which project down
to our four dimensional experience which reminds me very much about the story
of Plato’s cave, that we observe a shadow world. Here, we must rely on our
common sense and take Heisenberg’s dogma that we only ought to speak about
theories connecting direct relationships between our senses, and nothing more,
into account. Modern physicists know that our senses aren’t good enough and
hope to find evidence for another structure beyond that, but then we enter into
the realm of speculative theories while I would prefer a dynamical explanation
for the emergence of our senses. That is, why to restrict kinematics beyond
reason and refrain from finding a physical principle restricting the dynamics so
that our four dimensional world rolls out on the scales we observe it? Some
people try that, but not many, it is already a very hard problem to show how
a smooth spacetime geometry emerges from something like a pregeometry, let
alone that we can calculate an electron’s mass from first principles. There will
have to be done hard work indeed before we gain further insight into these
matters - here I am not concerned as yet with how our properties of particles
connect to our senses (which may be a complex business) and will continue to
reason further on in terms of “fundamental properties” and emergent ones (de-
duced from relations between evolutions of fundamental properties). After all,
I want to be general in this section and not be too much concerned about our
universe; perhaps there does not exist a better exlanation for the existence of
our universe and we are part of a landscape of universes - this would be very
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deprimating indeed.

What I want to speak about in this subsection is the tower of relationships
one can and must develop between the identities of matter and the identity of
spacetime and spacetime of identities of spacetime and so on. One notices that
our language falls a bit short here and one can better speak about subordinate
identities; in sociology, you can compare this to the identity “state” and “cit-
izen” although you will never hear a state say that it is a state. Spacetime
may be different since it is a fundamental substance to reason about particles,
a state though isn’t of much importance for reasoning about it’s inhabitants.
Let me warn the reader again that what follows is how far I can see and de-
pends upon my personal interpretation of metaphysical concepts which I try
to explain patiently; this necessarily implies that I will also make by definition
idiosynchratic interpretations on the current state of physics, but I will at least
warn the reader when they are not mainstream. Actually, I have already done
that regarding the Unruh effect, let me elaborate upon that: (a) the mainstream
interpretation is that the accelerated observer has a different vacuum state and
particle notion and that one needs to calculate a Bogoliubov transformation
between those, this makes sense from the viewpoint of quantum mechanics as
a theory of open systems relative to an observer but not with regard to closed
systems such as the universe and therefore we have to dismiss that viewpoint
(b) Maldacena’s viewpoint, which he and I discussed a few years ago, is that
the vacuum state is for sure objective and tied to the Minkowskian geometry, it
is just so that the accelerated observer measures different observables which are
not diagonal in the particle base, this already makes more sense but we have
excluded such observables in our interpretation of quantum field theory as we
cannot speak about a definite particle number anymore which is necessary if one
acknowledges that the observer too is made out of particles, something which is
badly needed for closed systems, hence we have to dismiss that interpretation
also (c) my interpretation which is that the Unruh effect, as it stands, is not
a viable physical effect but that something like it must be true in a theory of
a closed system if one takes more physical characteristics of the observer into
account, such as his mass. Particles are defined objectively but are created, in
a process, because of the acceleration of the observer. There is no ambiguity
in the particle notion of one observer with respect to another one. Let me also
mention how I interpret the Hawking effect, similar to the Unruh effect, there is
no Hawking radiation whatsoever for an observer which remains far away from
the event horizon of a black hole. That is, a black hole does not objectively
radiate as many sources wrongly state today! Hawking computed, just like Un-
ruh, a Bogoliubov tranformation between the viewpoint of an observer in the
asymptotic past and one which remains close to the event horizon of a black
hole. It is just so that for an observer close to the event horizon, who wants
to stay out of the black hole, a rather permanent acceleration is required. It
is this acceleration which causes particles to be born and a radiation spectrum
to be observed, but again, this depends upon many more characteristics of the
observer than just his acceleration. Therefore, it is just plain nonsense, as I
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have repeated over the years, that modern physics would not allow anymore for
a realist worldview in which things objectively happen: it is rather the limited
formulation of quantum theory which forbids this by the outset. In astrophysi-
cal observations, Hawking radiation could be seen by a distant observer if some
matter is surrounding the black hole event horizon, but this has nothing to do
with radiation being send out by a “naked” black hole.

Before we come back to our original project of speaking about the subordona-
tion of the particle identity to the spacetime identity, let me first speak about
how modern science has partially dealt with this question, where partially refers
to the fact that not every scientist walks this road. In the so-called perturba-
tive approach towards quantum gravity or asymptotic safety for that matter,
the insight relativists have gained in the sense that Einstein’s theory should be
regarded as one of dynamical spacetime is plain rejected. Indeed, those fellows
restore the “eternalist” viewpoint of Minkowski and claim that gravity is just a
force field like any other (which is against the philosophy behind the geodesic
equation) and therefore is made up out of elementary interacting particles. Our
kinematics, as it stands now, is fully equipped to tackle this petty worldview.
Obviously, those people regard the universe as an open system and are not only
confronted with the fact that different observers will give inequivalent accounts
but moreover must face the fact that the predictions of their theory crucially de-
pends upon the background Minkowski spacetime they choose. That is, if they
were to choose another “vacuum” classical cosmology, the predictions could not
be mapped to one and another (are not equivalent), are not unique anymore
(inequivalent choices of vacuum state) and moreover, they do not even know
how to define (non-perturbatively) an interacting quantum field theory on a
curved spacetime background. So even the very formulation of such theory is
an open question! For those of us who recognize(d) that this programme is fun-
damentally flawed philosophically, it came as a relief that those Einstein bangers
discovered an inconsistency in their own reasoning: that is the theory did turn
out to be perturbatively non-renormalizable meaning one needs effectively an
infinite number of coupling constants to make it consistent up to some energy
level at which it goes completely havoc. Unfortunately, the tradition of quan-
tum mechanical open systems remains to dominate the physics community until
now as one has high hopes that these “technical” problems can be solved once
one recognizes that particles cannot interact in points which they interpret as
meaning that particles must be extended objects, like strings. I can safely make
the bet upfront that this viewpoint will turn out to be fundamentally flawed too
and that similar issues to non-renormalizability will show up at another level.
By what I just said, I do not intend to say that it is impossible to make a con-
sistent theory of “gravitons” if one were to develop a different quantum theory,
something which we shall do in this book, rather that standard quantum theory
falls short and that such programme has nothing to do with a purely quan-
tal gravitational “force” given that the geometry of spacetime is determined by
classical and not quantum degrees of freedom. We shall fully clarify this point of
view in chapters eight and twelve; in the former, we develop a classical-quantum
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viewpoint on spacetime and define a consistent graviton theory whereas in the
latter we work towards quantum spacetime.

To be entirely fair, I have had objections in the past against what I am going
to say now designating such programme as too liberal and containing too many
degrees of freedom and I remember having made such comments to Renate Loll
about causal dynamical triangulations. My viewpoint has evolved a little over
the years in the sense that the kinematical possibility of it should be allowed
for but that we need an entirely new principle beyond known physics to make
sure that the dynamics only profits a bit from those exuberant liberties. It is
that what I am still lacking in Loll’s programme as one needs to go beyond a
quantum dynamics to solve that matter; I am pretty sure that it needs to be
solved as our spacetime is observed as a classical manifold with a Lorentzian
metric on it and undergoes an entirely classical dynamics on scales where matter
has quantum properties. This is not so because the gravitational force is weak
(that is only part of it) but it should explain why we can speak about a four
dimensional continuum with a Lorentzian metric to start with, so the issue is a
much more primitive one: I will explain later in greater detail what I mean.

As for the moment, our only goal is to investigate what one can and cannot
speak about in physics and as the issue of dynamics is only slightly tangential
to this quest, we will proceed now with “deducing” the appropriate language. I
have decided to talk about the issue of this section step by step allowing each
time for greater liberties and will indicate which programme in physics applies to
which level of this process of generalization: as the reader will notice, causal set
theory and causal dynamical triangulations are at the highest stage of kinemat-
ical liberty in modern physics but our framework goes beyond these programs
too. So far, we have spoken about spacetime, actual space and properties of
elementary particles being linked to actual space (I did not say that yet); since I
have elaborated already on how one could speak about emergent properties and
properties one might perhaps not derive from spacetime at all, let me introduce
the following notation

p = (x, Fx(spacetime), ζ)

where x denotes an element of actual space, Fx a functional relationship depend-
ing upon spacetime and ζ other parameters not related to spacetime whatsoever.
As said before Fx should depend in a local way of spacetime around x but since
we haven’t even introduced any notion of topology yet, the reader does not need
to know what it means precisely. So, p is an atomistic property of a particle (we
will extend this framework to “extended objects” such as strings in a canonical
way later on) and everything we said regarding the definition of classical and
quantum theories applies to p (so we will keep x, y, z for properties related to
spacetime and in particular to actual space). We will use the canonical projec-
tion

π : p→ x
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of properties on the respective property of actual space. At least, what I am
developping now is the standard accepted view in physics and the reader should
wonder why we take only the particle properties related to actual space into ac-
count and not the particle properties which are not actual? For example, they
might matter too in a future process of the universe; this would immediately
lead to, amongst others, a higher quantum theory where the evolution of the
wavefunction depends upon its value at previous times too. There is no philo-
sophical principle to exclude this and from now on we shall attach spacetime
properties to particles so that we will speak about evolving “histories” instead
of “actualities” - the rule that only actual properties can be measured remains
of course which is the first and primary reason why we only assigned those
properties to elementary particles albeit there is no logical need for it. Fine, so
this is our final settlement of that issue, it is the most general thing one can
conceive and I have repeatedly stated that our framework would be extended
later on. For all clarity, let me formalize this as follows: “the universe con-
sists out of spacetime and particles, where particles have properties
which project down to properties (or events) of spacetime. Actual
measurements can only pertain to properties which project down to
actual space”. In a sense, we assume that our spacetime is “future finite”
and closed meaning that for every property x, E(x) has a finite measure and
contains the limit events towards the “future” (this is bad, but ingrained lan-
guage). As this implies that we need a topology and its Borel sigma algebra, as
well as an equivalence class of spacetime measures to make that precise, we will
refrain from doing so temporarily. Note that we do not need the existence of
a preferred measure but merely of an equivalence class which is defined by the
fact that the property of finiteness and being distinct from zero coincide. This
leaves open the door for so called conformally invariant theories of gravitation
which have recently been investigated again.

Let us now formalize this in a categorical language: we have that the proper-
ties of the identity spacetime are given by (events, E), moreover one has that
there exists a projection map π : prop → events which projects a property of
elementary particles on its underlying event, and finally we have the operations
∪,∨,∧,⊗α with which we can write down propositions about particle identities.
Since spacetime is also an identity, we must wonder how to generalize these op-
erations to the identity of spacetime keeping in mind the dependency of prop on
spacetime and π : prop→ events. This is what we mean when we say that par-
ticles are subordinate to spacetime; first of all, logic would oblige one to speak
about “evolution of properties of spacetime” but this was the result of a process
taking place, remember that the reason why we had to introduce the concept of
evolution of properties in the first place was that we did not want a dynamics
without law. Actually, we have been a bit sloppy so far since spacetime should
be endowed with other attributes than (events, E) as we have said already; for
example with a Borel sigma algebra and an equivalence class of measures on it.
Hence, our new objects to which the operations of ∪,∨,∧,⊗α should be applied
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are

{spacetimea,particlesi, (events, E,B, [µ])a, prop, πa : prop→ events,

words in pi where p ∈ prop constructed using∪,∨,∧,⊗α,s}

where it is understood that ⊗α,s also depends upon (events, E,B, [µ]). B de-
notes the Borel sigma algebra and [µ] an equivalence class of measures. We will
use the latin letters a, b, c to denote spacetime identities and i, j, k to denote
particle identities; the composite object of one spacetime with identity a and
particles with identities labelled by i is called a universe with identity (a, i)
where we mean one a and multiple i. One might opt for including all particle
identities in one universe even if some identity does not appear in a word, we
will do this from now on and call a particle identity active in some universe
if it appears in some word. So far, the question which is adressed in a small
part of the physics community is that of the extension of operators to the iden-
ties of spacetime alone, and only ocasionally matter is included in some sense,
meaning one looks for an extension of the operation ∧ on objects of the type
(events, E,B, [µ])a. These programs so far stay far removed from the issues
which I will adress shortly; indeed, only global questions such as fluctuations on
the total spacetime volume or the volume of actual space are adressed (as far
as I know, one does not dispose of a well defined notion of curvature (operator)
yet). The above notation for universe(a,i) implies that we have to talk about the
same particles/spacetimes in distinct universes and the same events/properties
in different universes (possibly with the same “universe” identity). It is this
extraordinary luxury I was talking about before which needs to be kept under
control by a new dynamical principle (see section four) since a naive dynamics
won’t reproduce any universe like we know it.

Now the reason why we don’t have the logical need to separately specify re-
lationships between different properties (events, E,B, [µ]) of spacetime is that
there are plenty of natural relations between them! For example, what are
the common events and common evolutions between common events? Is the
measure space of events equivalent and if not quantify in some sense how they
differ; how good can one “match” one spacetime to another using measurable
functions (this question is meaningful if one chooses a measure and not just an
equivalence class)? As said before, in principle, one has an infinite chain where
one can specify additional relationships between universes and extend the dy-
namics to those relationships too, but why do it? We can close the discussion
in a simpeler way by means of induced relationships due to the very definition
of the properties of universes: so, it is reasonable to close the door at this level
and we shall just do that for now. In principle, one can extend not only the
operation ∧ to universes, but also the operations ∨ and ⊗α albeit it is unclear
how the latter should depend upon the properties of the distinct universes; as we
shall see,this is already no simple matter for properties of elementary particles!
All one should keep in mind is that ultimately one only measures properties of
particles by means of similar properties of other particles; in that sense, it is
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entirely plausible that a particle lives in multiple spacetimes and distinct uni-
verses (meaning having a different identity) without us fully realizing it. We
only can be guided by the classical picture of the three dimensional universe
in our mind and how it relates to the actual “multiverse” we live in where by
multiverse I mean a superposition of universes or even more general any word
one can write down in different universe identities.

2.3 Generalization of our language: extended
objects.

So far, the identity of a subatomic particle was given by a single number such as
i ∈ N and we now turn to the situation of what happens if the particle identity
itself contains structure such as is the case for the identity “string”. While
some people would say that a closed string is something which is differentiably
equivalent to the circle and that one needs to examine the processes this circle
is undergoing (without relying entirely upon the metaphysical concept of time);
string theorists have chosen to stick with some concept of time and to formulate
dynamics in an “eternalist” fashion using the string wordsheet, a hypothetical
surface to be swept out be a moving string. The very idea that a physical particle
carries some internal structure is an old one as one hopes to “explain” constraints
on the dynamics from structural properties of the particle and spacetime. Of
course, such explanation only gives valuable clues about nature depending upon
how well one can motivate the internal structure as well as its more primitive
character. As I have explained already, the quantization of spacetime is definetly
a higher project than making a consistent theory of gravitons where the latter
is grounded in some “Newtonian” view on gravity, that it is a force carried
by means of elementary particles while Einstein’s wonderful insight was that
gravity is not a force at all but the very structure of spacetime. That is, it
makes it possible to speak about laws for force fields in the first place; without
gravitation, no law for force fields could ever be formulated. Of course, we do
realize the elementary fact that in contemporary formulations of physics, which
all rely upon the eternal concept of time and space, that the “gravitational
field” has a mathematical structure rather similar to that of “force fields” and
“particle fields” but one should not deny its fundamentally distinct status. From
the point of quantum field theory, one would say that it is a vital ingredient
in defining particles, so how could it be made up out of them? I have once
played with the logical possibility that one can have dynamical spacetime and
gravitons, but the latter do not gravitate meaning they do not contribute to
the energy momentum tensor defining spacetime. This already goes beyond the
framework of quantum field theory and we will not further persue this option
here.

Nevertheless, strings could turn out to be useful in finding out dynamical laws
for elementary particles and it is from this point of view that we will adress
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extended objects. Another type (we will see how in a categorical sense, there is
a duality between fields and strings) of extended objects are fields; those have a
long history such as the gravitational field of Newton, the electromagnetic field
of Maxwell, the (classical) Klein Gordon and Dirac fields and so on. The last
two can be seen in two ways; either as a classical field or the wavefunction of a
single quantum mechanical relativistic particle depending on wether one resorts
to a { } or ∧ interpretation as I will explain later on. Finally, I will mention
the “weak equivalence” between a quantized field and the particle language
developped previously. So far, we have not emphasized one piece of notation
too much albeit we have spilled it out in words: when denoting x1 we meant
“particle one has property x” and x1? was a shorthand for “particle one has
property x1”. Actually, this very notation reveals that we assume a particle
identity to be structureless and a more civilized notation would have been

{p} f1→ prop

where f1 is the property map f of identity 1 which we also could have denoted
by

{p} × {1} f→ prop

by putting the identity in the domain of the mapping. This point of view can
now easily be extended to a more general situation

A
f1→ prop

or its dual
prop

g1→ X

where in the second relationship prop is often relaced by spacetime and X may
contain some structure over spacetime but can also be independent from it.
Here, A is understood to be a space with sufficient structure on it; at least one
would expect it to be a measure space equipped with a (measurable) relation
such as is “evolution of properties” for spacetime. One can regard the fi, gj as
functors between categories but this is not the place to fully develop that view
since we did not specify the nature of the relations on A and X yet. One can
decide to keep the strucures on A and X to be static or dynamical; for example,
in string theory A is dynamical in some sense whereas prop is static but the
mappings fi, gj are always part of the dynamical content.

The natural definition for a quantum field is then that of a field identity where
one considers tuples (∧kgk1 , λ) where λ attaches to each gk1 : prop → C a po-
tentiality, this is the so called Schrodinger picture. Note that there is a trivial
equivalence between the words, and the potentiality theirof, of a single quantum
particle (so we use ∧ only) and the object of a complex valued field, assuming
that the potentialities are complex valued. So we need to qualify the space of
“differentiable” complex valued functions F (g) of complex valued (square) inte-
grable functions g : prop→ C. Standard results from functional analysis reveal
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that a dense subset is given by∑
n∈N;pk∈prop, k:1...n

λ(pj : j = 1 . . . n)(χp1 , χp2 , . . . , χpn)⊗

where
(χp1

, χp2
, . . . , χpn)⊗(g) = g(p1)g(p2) . . . g(pn)

giving the “equivalence” with our multiparticle theory: indeed, the reader may
see that the above notation is equivalent to

(∧n;pj (p1, . . . , pn)⊗, λ).

Obviously, one should interpret pi as property pi and not as property p of particle
i or pi? for that matter; new identities cannot arise out of first quantization and
the only identity here is the identity “field (one)”. That is why I have used
“equivalence” since our original framework of distinguished particles is much
richer. So far, the theoretical physics community has not bothered to extend
the operations ∨ and ⊗α to field identities or even string identities albeit there
one hears sometimes dreams of a “string field theory”. When one interprets
g : prop → C as a classical field and not an “equivalent” description of a
quantum particle, one allows for measurements of properties x and y whereas
this is forbidden in the quantum mechanical interpretation.

2.4 Are macroscopic identities fundamental or
emergent: weak reductionism.

So far, we have introduced from scratch a language which is intrinsically richer
than the language used in physics up to this date; we will summarize and slightly
extend our thoughts in the next section where we will adress for the first time
the process of measurement. So far, three main themes where relevant to our
discussion: (a) the notion of a single identity (b) operations which one can per-
form on properties of single identities (c) the structure of spacetime and how it
has evolved into history. In this section, we will once more examine the mat-
ter of identity and its possible relevance to physics: more in detail, we shall ask
ourselves the question wether macroscopic identities must be regarded as funda-
mental or emergent. This relates to the issue which we have discussed already,
that the description of a system of identities is richer than merely the union or
join of them; what we wonder now is whether new identities can be attached
to groups of identities and if these new identities change the dynamics in a way
which is “unforseen” by the dynamics for the constituting identities. Largely,
this is of course a matter of the interplay between dynamics and kinematics
where one has to resort to subjective notions such as unlikely or unplausible if
one is going to judge whether something results from the interplay of molecules
and atoms or whether something is inherent to the notion of what it means
to be human. Let me give a programming example and one of a piece of art;
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when programming a game like Farm Frenzy or Plants versus Zombies which
my kids like to play, you give every type of plant or zombie a name and likewise
arise the names cow, gooze, sheep in Farm Frenzy. Using these variables, the
programmer can define actions on them such as “zombie eats plant” or “cow
produces milk”; usually these things are done in a very high level programming
language which is far removed from the language of the machine which is one
of bits and bytes. It is actually beneficial and more natural to write it down
like that since it allows you to easily implement many more actions than those
you could reasonably progam in a direct way; the same kind of reasoning holds
for a work of art which is created out of a “dead” piece of material and which
transcends its materialistic configuration. It gets an identity such as does the
Eiffel tower or the Mona Lisa which attract every season millions of tourists to
Paris: something new has been born out of something rather plain by an act of
creation, very much comparable to the birth of a biological creature out of an
egg.

So this is the question of this subsection: does nature also “reasons” in terms
of John or Jack, arm or leg, statue or painting, or does it each time has to
explicitely refer to the composition of these entities in terms of elementary
identities of (structureless?) particles? Does she, just like the software on a
computer, speak in several languages depending upon what has to be said? I
for sure believe she does and I have in the past launched the principle of weak
reduction meaning that on higher scales new variables matter whose kinemat-
ics nor dynamics can be reasonably reduced to the dynamics and kinematics of
the constituting lower scale (microscopic) elements. This is a weaker version
of the ordinary principle of reduction which is upheld by most scientists, I be-
lieve, and which states that such reduction should exactly take place. So, in our
kinematics, I could introduce

John = {1, 3, 5, 7}

if I were to consist out of four elementary particles only and likewise could I
use a property map to find out properties of John. In cosmology, we do this
all the time giving identities to stars, planets, asteroids and several pieces of
interstellar junk out there; it is important for us to set up the theory (and
indeed, the theory of gravitation has been discovered in that way). On the
other hand, in microscopic physics one relies on the notion of identical particles,
a highly debatable concept we will discuss later on.

2.5 About a definition of measurement in the
“multiverse”.

We will close off this section by discussing an ansatz, a thought, for the definition
of a process of measurement of an elementary particle. This thought is as far as
I know new and I haven’t seen it discussed anywhere else in the literature. We
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will first spell it out for elementary particles in one universe and later on in the
multiverse since the latter requires some more sophistication; finally, we present
our operational language in some more abstraction, now that one has gotten
acquinted meantime with its ideas and motivation theirof. Let me also stress
that this section is somewhat speculative in the sense that a choice of definition
is always just that “a choice”, which may or may not be a very meaningful
one. We will meet definitions of this kind such as is the case for the concept
of indistinguishable or identical particles, the latter has a long history and has
changed over time. However, I feel somewhat inspired by the founding fathers
who had the idea that a measurement involved measurement apparatus and
the system under study; the problematic aspect of the concrete meaning they
gave to this sentence was that, in their description, they made a fundamental
distinction in language between the particle and the measurement apparatus.
That is, the particle was represented by a wave and the measurement apparatus
by an operator acting on that wave whereas the measurement apparatus itself
consists out of particles! We will propose a more symmetric definition which
speaks about a change in relationships and of which the standard operator
description constitutes a part of what is really going on. There are two key ideas
to measurement, one concerns the change of “join” (entanglement in quantum
theory) and the other one accompanies this principle and that is that a change
in join should come with a further localization in space - a principle I will
make precise shortly. It is always best to explain the idea by giving a couple
of examples illustrating what you want to say; consider two particles, one with
the property electron and the other one with the property photon represented
by wave functions (where we surpress spin indices) Φ1(x), Ψ2(y) or better by
words and their potentialities but for sake of making the connection with the
standard quantum mechanical definition, I will speak in terms of wavefunctions.
In our language, there are a few possibilities for describing this system, namely
as a disjoint union Φ1(x)∪Ψ2(y), a classical join Φ1(x)⊗c Ψ2(y), as a quantum
join Φ1(x) ⊗q Ψ2(y) and also as a “superposition” Φ1(x) ∧ Ψ2(x), a notation
which is reserved in standard quantum field theory for a single particle having
the properties electron and photon. There are still other possibilities but those
involve composite operators; associated to those different ways of writing things
down are of course different rules for interfering probabilities based upon the
potentialities. The standard situation in quantum field theory is of course given
by Φ1(x) ⊗q Ψ2(y) where the tensor product also depends upon the nature of
the properties of the particles, in this case “Bose” and “Fermi”. We will launch
the following idea here, in case a process introduces a novel type of join for a
single particle 1 with other particles j it were not joined with before and in
case the properties of 1 in every word are uniformly localized in some sufficienty
small spatial region, then we say that 1 had been strongly measured by the
particles j. This is a very broad definition and I refuse to say how accurate
this localization should actually be and if the reader wants to, we can speak
about strong ε-measurements to cover for that deficit. In our example above,
we could say that the electron is strongly measured by the photon if for example

51



Φ1(x) ∪Ψ2(y) evolves into

Φ′1(x)⊗q Ψ′2(y) ∧ Φ′′1(x)⊗q Ψ′′2(y)

where the joint support of Φ′1,Φ
′′
1 is contained within a spatial region of radius

ε. So, what I want to convey here is that it is not sufficient for Φ1(x)∪Ψ2(y) to
evolve into Φ′1(x)∪Ψ′2(y) for example, even if Ψ′2(y) is different from Ψ2 and as
such the photon’s state has changed during the process and the electron’s state
has become localized. In such case we will speak about weak measurements or
spontaneous localization; the very idea I want to launch now is that all our
observations correspond to strong measurements. That is, a particle needs to
get localized and entangled with some constituents (elementary particles) of the
measurement apparatus before we can even speak about a measurement; this
is the addition I wish to make to the standard measurement axiom in quan-
tum mechanics. Remember here, that we introduced the novel idea before that
a measurement apparatus has as well a classical as quantum description and
what we posit here is that a change in its classical state necessarily is accompa-
nied by a change in its very quantum structure, something which is impossible
to describe in ordinary quantum mechanics. There is another issue, which I will
highlight now and which has to do with the same fact I just mentioned, namely
that the description of the world is not a pure quantum description. To illustrate
what I want to say, consider a quantum-joined (Einstein Podolsky Rosen) pair
of electrons, one moving left from the source towards Stern Gerlach apparatus
A and the other towards B; suppose that the evolution of our universe is such
that at A, the measurement occurs first. Then, after A made its measurement,
what is the correct description of the relationship between the two particles?
Is it a union, a classical join or still a trivial quantum join whose structure is
equivalent at that moment to a classical join. Standard quantum mechanics
would give answer three but here we see that this is not necessarily the case; it
could be very well that the left mover joins with some particles in A and breaks
its join with the right mover. This is not merely a matter of semantics but also
reflects a dynamical issue; since I have no argument to prefer one over the other
I will leave it at this. All I wanted to convey here is that measurement might
involve a join between apparatus and particle, something which is impossible to
describe in standard quantum theory. Note that I did not speak yet about the
conditions a measurement takes place in, that is a matter of dynamics which
we postpone to section four.

To define measurement of a particle by means of a bunch of particles (appara-
tus) when one allows for the ∧ (and ∪) operation on universes, we need some
more thought. First, let us note that the easiest thing to do would be to im-
pose that the (geometry of the) boundary of our growing spacetime is classical
when we make a particle measurement implying that the above definition can be
straightforwardly generalized and obtain probabilities corrected by using ampli-
tudes associated to distinct universes. This, however, does not need to be so and
I could imagine dealing with “unsharp” boundaries of even different topology;
we will work towards such definition in chapter twelve as it interconnects with
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how we are going to define the dynamics. So, let us finish this section by re-
hearsing and further clarifying the ontology developped in this section: we have
defined spacetime by means of events or properties and the relation “evolution
of properties”, events were those elements which are common to all atomistic
properties of elementary particles in the sense that every elementary property
can be written as (event, something else) where this “something else” could
be derived from the spacetime structure, but this is not necessarily the case
and distinct viewpoints exist. On properties of elementary particles, it possible
to define the operations ∨,∧ to form words and determine their potentialities;
note that the identity of a single particle exists out of spacetime and that the
latter has to be seen as the stage in which those identities come to “live” and
start to interact. Hence, it shouldn’t come as a surprise that one single par-
ticle can have multiple properties at once; note that we defined four kinds of
particles depending upon which of the operations are used. The next question
we adressed, is how we should describe systems with multiple particles present:
it is here that we introduced the join as having the same properties a single
particle has and since a single particle came in four different types, likewise do
joins. It is a this point that I will elaborate a bit further; for example, take the
classical join of two quantum particles, then it is logical that only words of the
type word1 ⊗c word2 are allowed, such as

(x1 ∧ y1)⊗c z2.

Here, one has to answer the question if there is any relationship between the
latter word and

x1 ⊗c z2 ∧ y1 ⊗c z2

so that, in a sense, the wedge operation is still allowed but in a limited way. For
example,

x1 ⊗c z2 ∧ y1 ⊗c v2

is forbidden since it is not of the right type. The same question concerning the
quantum join leads in case of an affirmative answer to the linear structure of
quantum mechanics. The main distinction between a union and a classical join
is that the latter always involves distinct particles while the former can pertain
to the same identities. The other rules regarding these operations, such as the
order in which they come, were defined in a clear way and we finish the content
of this chapter here.

The reader will undoubtely wonder, given the richness of the exposition in this
chapter what kind of incremental but important progress the theory to be devel-
opped in this book constitutes of. Regarding the important identity question,
we remain at the level of quantum field theory by stating that it does not mat-
ter: indeed, the specific form of the theory does not contain enough data as
to introduce such distinction. So, I have no pretense at all that this theory
will be correct for larger, stable identities given our ideas regarding weak reduc-
tionism. This is no shame given that in life you have to start out by studying
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the “simple” things very carefully before you want to proceed to more complex
situations. Indeed, I am rather convinced that the reader will meet a sufficient
amount of non-trivial ideas and formulations which require a substantial amount
of thought to remain with the deep sensensation of doubt wether it might be
possible to say something intelligent about the real essence of living creatures
at all. Our theory however is a process theory and can be generalized to a wider
class of spacetimes than the ones we consider in this book. As promised in
chapter one, I will be generous with ideas regarding (crazy) extensions of our
framework and it is indeed my hope that the reader may ultimately enjoy this
book as an organic, living and changing concept also.
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Chapter 3

A quick course in
mathematics.

If you found the previous chapter interesting and in need of further treatment,
then you have to be well rounded in mathematics, the language in which we
quantify the laws of the universe. Since this is mainly a book about physics,
I have to make some choices and in spite of my willingness to dwell on the
foundations of this beautiful language, this chapter is not going to represent
an in depth view on mathematics. However, it will allow you to frame more
important questions to be asked and it will give you a taste for what it is like
to be a “real” mathematician. Therefore, my approach is intuitionist, I will
feed you with a lot of examples and some abstract concepts which should allow
you to know what the theory is about and why those things are so important:
this will be sufficient to follow the technical details in this book. However, if
you want to do research on your own and have a deeper understanding of these
things, you should buy a couple of good books, some of which may be found in
the reference list. I will assume the following knowledge: (a) natural, real and
complex numbers (b) basics of Euclidean geometry in two and three dimensions
(c) continuity of real valued functions as well as computing differentials and in-
tegrals of them. It would be benificial for the reader to have studied the basics
of vector space theory and matrices as well albeit this shall be generalized soon.

This chapter deals with the following topics in the order given: set theory,
topology, simplicial complexes, the Euler number, homotopy theory, the Betti
numbers, metric spaces, Lorentz spaces and posets, vector spaces, linear opera-
tors, Hilbert spaces, types of operators, Von-Neumann extensions, spectral the-
orem, quaternions and Clifford numbers, Nevanlinna spaces, higher dimensional
derivatives and integrals, manifolds, vector fields and one forms, general ten-
sors, Lie and exterior derivatives, de-Rahm cohomology, metric tensors, torsion
and Riemann tensor, Bianchi identities, geodesics and extremization of length,
exponential map, Synge’s function, sectional curvature, maximally symmetric
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spaces, scaling of balls in hyperbolic and spherical spaces, volume comparison
theorem, analytic functions, poles and residues, contour integration. There are
of course plenty of other topics I could have taken into account, but these should
suffice for the reader to obtain some literacy in mathematics and appreciate the
content of this book. Finally, I will dwell on the issue of probability for which I
need some measure theory but I will keep that treatment as short as possible.

3.1 Topology.

As mentioned before, my way of treating the subjects below will represent my
view on the matters which is more intuitive than formalist albeit one should be
able to fill in all fine details eventually of course. However, mathematics is not
an occupation which is done by robots but nevertheless mathematicians have
made it into a habit to write down things in a way such that a robot can verify
its truth. Topology is one of the most basic aspects of all mathematics ranging
from number theory to geometry which means it deserves to be treated first
albeit high school students probably never heard of it. More than hundred years
ago, people started working on the foundations of set theory and in doing so,
they were inspired by things in ordinary life meaning they thought of a set as an
unordered collection of more primitive items. The ideas about set theory are not
well formed yet and if one wants to know all the details, then one might equally
write a whole book about it; for example, the reader might enjoy the Zermelo-
Frankel axiomatic system or the foundations laid out by Saunders MacLane. To
give the reader a taste for the problem of saying that a set is an unordered list
of items, one should note that most lists are infinite or that the item cannot be
written down exactly. For example, the set of natural numbers cannot be written
down given that it is infinite and it can only be “inductively” defined whereas
it is in general impossible to write down an arbitrary real number. Moreover,
the infinity associated to the real numbers is of a different kind than the one of
the natural numbers and therefore, it is extremely hard, and mostly a matter
of choice how to deal with infinity. The approach I will take is operational and
I shall refrain from starting with the definition of an element, which makes the
entire theory more flexible. Denoting by sets A,B,C, . . . people figured out that
any decent set-theory S should allow for internal, associative and commutative
operations ∩ and ∪, where the former refers to the “common items” and the
latter to the “union of items”, which are the identity on the diagonal meaning
that A∩A = A∪A = A. Associativity of ∩ means that A∩(B∩C) = (A∩B)∩C
and commutativity refers to the fact that A ∩ B = B ∩ A. One, moreover,
demands the existence of a unique “empty set” ∅ such that the following holds

A ∩ ∅ = ∅
A ∪ ∅ = A

A ∩ (B ∪ C) = (A ∩B) ∪ (A ∩ C)

where the last rule is referred to as the de-Morgan rule. From this, one can
define operations like ⊆ by means of A ⊆ B if and only if A ∩ B = A; one,
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moreover, calls A primitive if and only if for every nonempty B ⊆ A holds that
B = A which implies that if A∩C 6= ∅ then A = A∩C ⊆ C because A∩C ⊆ A
given that A ∩ (A ∩ C) = (A ∩ A) ∩ C = A ∩ C. So, primitive sets may be
thought of as corresponding to “elements”; more precisely, for primitives A, we
introduce the notation that A = {Â}. Â is then called an element and we write

Â ∈ B if and only if A ∩ B = A; this implies that if B ⊆ C, then any element
of B belongs to C as follows from the definitions. Indeed, Â ∈ B if and only if
A∩B = A which is equivalent to (A∩C)∩B = A implying that A∩C 6= ∅ and

therefore A∩C = A due to the primitivity of A. Also, we have that if Â ∈ B,C
then Â ∈ B∩C given that A∩(B∩C) = (A∩B)∩C = A∩C = A; on the other

hand if Â ∈ B∪C then Â ∈ B or Â ∈ C since A = A∩(B∪C) = (A∩B)∪(A∩C)
implying that at least one of them must be nonempty and therefore equal to A.
We also have that if Â ∈ B then it is in B ∪C since A∩ (B ∪C) = A∪ (A∩C)
and this last expression equals A ∪ A or A ∪ ∅ due to the primitivity of A. In
both cases we are done, since A ∪ ∅ = A = A ∪ A. All of this does not imply
that a set can be written as a collection of elements. For example, take S to be
consisting out of ∅, {1}, {1, 2}, then {1} is primitive but {1, 2} is not a collection
of elements. Therefore, we add the requirement that

B = {Â|Â ∈ B}

which reads that a set equals the collection of its elements. Given all the previous
remarks we have that the ∩ operation indeed refers to all common elements while
the ∪ operation takes the union of them. Given that we define the natural
numbers as a series n = 1 + 1 + 1 + 1 + . . .+ 1 by the following prescription

0 = {∅}
n+ 1 = {n, ∅}

we propose that N is the set of all such numbers, defining the set theory of
natural numbers by considering all subsets of N. As said before, usually one
starts to make a distinction between elements (or objects) and sets, one defines
∈ and ∅ and from that one can derive the first three axioms of set theory.
Our approach is far more general in the sense that we realize that the notion of
element or point, defined by a primitive set, might be an unnecessary abstraction
and perhaps not even exist. Therefore, our fourth axiom might be somewhat
out of place and the reader may wish to consult category theory in that regard
as higher language. Zermelo-Frankel set theory involves many more axioms
than the ones mentioned above having to do with infinity, such as regards the
axiom of choice. We shall not dwell on these issues here but mention that many
statements in modern mathematics depend upon this axiom by means of Zorn’s
lemma. Since all of this is all rather formal and not intuitively obvious for
anyone - indeed there are mathematicians who refute the axiom of choice - we
shall not mention it here but the interested reader might consult other sources.
You may also wish to play with the idea of a non-commutative or non-associative
set theory in which the commutativity respectively associativity of the ∩ and
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∪ operations are abandoned. Traditional set theory also involves a fifth axiom
which is that of taking the difference

B \ C = {Â|Â ∈ B ∧ Â /∈ C}

and we shall also include this axiom on our list.

Given our rather elementary definition of set theory as well as the natural num-
bers, we can now proceed with our foundations of mathematics. Given two sets
B,C we define the Cartesian product B×C as the set of all couples (x, y) such
that x ∈ B and y ∈ C, so the reader might wish to add this as a sixth axiom
to S meaning the theory is closed with respect to the associative operation ×
where

A× (B ∩ C) = (A×B) ∩ (A× C)

and
A× (B ∪ C) = (A×B) ∪ (A× C)

and likewise so with the first argument exchanged by the second one. Again,
I refer to category theory for a further generalization of this. A relation R
between B and C is a subset of B × C; in case B = C further things can be
said. As a matter of notation we denote xRy if and only if (x, y) ∈ R; we call
R reflexive if xRx for all x ∈ B, symmetric if xRy implies that yRx for all
x, y ∈ B and finally transitive if xRy and yRz imply that xRz. A reflexive,
anti-symmetric, transitive relation is called a partial order, usually denoted by
≺ or ≤, and a reflexive, symmetric and transitive relation an equivalence usually
denoted by ≡. We have just defined the natural numbers in an abstract way
using the symbol +; we now equip N with a partial order ≤ by saying that n ≤ n
and n ≤ n + 1 and taking the transitive closure of that. The reader may have
fun now with extending + to the usual sum, defining negative numbers from
that resulting in the integers Z and defining the usual product. He or she should
then show that the rational numbers may be defined from Z× N0 by means of
the equivalence relation (m,n) ≡ (m′, n′) if and only if there exists a k ∈ N0

such that either m = km′, n = kn′ or m′ = km, n′ = kn where N0 = N \ {0}.
The reader should see some possibilities for alternative constructions here, but
this is how mathematics is framed in our times.

Let us now come to the issue of topology: we already spoke about sets and
elements of them, now we wish to speak about open neighborhoods of elements.
In framing the definition, we shall make an extension of set theory S so far by
allowing for an infinite union, where∞ does not necessarily refer to the “number
of elements” in N, of sets to be taken. Specifically, we define a topology τ(D) by
means of a set D; here τ(D) consists of subsets of D such that (a) D, ∅ ∈ τ(D)
(b) A,B ∈ τ(D) implies that A ∩ B ∈ τ(D) (C) ∪i∈IAi ∈ τ(D) for Ai ∈ τ(D).
In other words, finite intersections of open sets are open as well as infinite unions
of them. The reader may enjoy finding the intuition behind those axioms and
we shall come back to them by means of specific examples; suffice it for now to

58



understand that a topology is relative to a set D. Given τ(D), we call a subset
E ⊆ D

• closed if an only if Ec := D \ E ∈ τ(D),

• compact if and only if for any cover Oα of E by means of open sets Oα ∈
τ(D), there exists a finite subcover Oi; i = 1 . . . n such that E ⊆ ∪ni=1Oi.

Given a point p ∈ D, we call O an open neighborhood of p if and only if p ∈ O.
Given p, a basis of open neighborhoods is given by a countable collection of
open neighborhoods Oi of p, such that for any open V containing p there exists
an i such that Oi ⊆ V . One could, moreover, demand that Oi+1 ⊆ Oi but we
shall not do that in the sequel. Regarding closed sets X,Y , the reader may
easily verify that the following holds: (a) ∅, D are closed (b) X ∪ Y is closed
and (c) ∩i∈IXi is closed if all Xi are. Sets such as ∅, D which are open and
closed are called clopen. Given a set B ⊆ D, the intersection of a closed sets X
containing B is closed and called the closure of B, denoted as B. The reader
smells already that a different kind of infinity is involved here as the one we met
so far for the natural numbers: to deal with this, one has the so-called power
set axiom in Zermelo-Frankel theory which we also adapt here. It is formulated
as follows: given a set D, the power collection 2D of all subsets of D, as well
as its subcollections are sets and therefore belong to S. The interested reader
should read further upon this and might be interested in the construction of
ordinal numbers by Cantor. So, we already need this kind of infinity to define
the closure of a set in ordinary topology. This is how the fine details of set
theory entangle with the very definitions in topology.

The reader may wish now to extend the definition of a Cartesian product to
infinite so-called “index” sets; for this, we need a partial order ≺. An index set
I is a set equipped with a partial order ≺ such that for any x, y ∈ I there exists
a z ∈ I such that x, y ≺ z. This axiom is required to take unique limits as we
shall see; if it were not to hold, then different sublimits may be taken as the
reader might enjoy finding out. So, we denote by

×i∈IAi = {(xi)i∈I |xi ∈ Ai}

where the I-tuples are partially ordered by means of ≺. Usually, we will use
sequences labelled by natural numbers N which is totally ordered meaning that
for any n,m ∈ N either n ≤ m or m ≤ n. We shall denote these sequences by

(xn)n∈N

and this finishes the rather abstract nonsense we had to go through. The reader
may appreciate my intuitionist presentation from the perspective that it offers
the feeling and insight that lots of other things can be said about the foundations
of mathematics and that there are indeed those working on things like topos
theory, where the axioms do not directly connect to our everyday intuition and
comprehension. This may be necessary and the start of some fairly interesting
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adventures in the future given that the picture of the world quantum mechanics
provides for is far removed from common understanding indeed. We already
used the Cartesian product to define relations, now we shall use it to define
functions f : A → B. Again, we define a function f by means of a subset of
A × B where now it is imposed that for every a ∈ A there exists exactly one
b ∈ B such that (a, b) ∈ f . We will slightly abuse notation and write down
that f(a) = b which is the standard thing to do in mathematics. Again, we
shall concentrate on some special cases: we call f injective if a1 6= a2 implies
that f(a1) 6= f(a2); in case that for any b ∈ B, there exists an a ∈ A such that
f(a) = b we call f surjective. When A and B are equipped with a topology, we
say that f is continuous if and only if

f−1(O) = {x ∈ A|f(x) ∈ O}

is open for any open O ∈ τ(B). We will connect continuity to the following
obvious property; we call x the limit point of a sequence (xi)i∈I if and only if
for any open neighborhood O of x, there exists an i0 ∈ I such that for any i0 ≺ i
holds that xi ∈ O. Obviously, a sequence can have multiple limit points; now
continuity means that if x is a limit point of (xi) then f(x) is a limit point of the
(f(xi))i∈I and the reader should be able to write down the formal proof. Now,
we are of course not interested in all topologies; those which carry an interest
have the so called Hausdorff property. τ(D) is a Hausdorff topology if and only
if for any x, y ∈ D holds that there exist disjoint open neighborhoods O, V of
x and y respectively. Effectively, the condition means that distinct points are
separated by means of disjoint neighborhoods.

We are now in a position to define the real numbers R; introduce the absolute
value |q| of a rational number q = n

m ∈ Q by means of |q| = q if q ≥ 0 and −q
otherwise. Then the reader may verify that the following holds:

• |p+ q| ≤ |p|+ |q| called the triangle inequality,

• |q| = 0 if and only if q = 0 called the non-degeneracy condition.

A positive, non-degenerate bifunction d(x, y), where the non-degeneracy means
that d(x, y) = 0 if and only if x = y. satisfying the triangle inequality d(x, z) ≤
d(x, y) + d(y, z) is called a metric. Clearly, d(p, q) = |p− q| defines a metric
for all p, q ∈ Q and the reader should be able to verify that a metric defines
a topology from the following axiom: the metric topology τ defined by d is
generated by means of the open balls B(x, ε) = {y|d(x, y) < ε} and 0 < ε ∈ Q.
Generated means that every open set in the topology can be written as a union
of open balls. An infinite sequence of rational numbers (qn)n∈N is called Cauchy
if and only if for any 0 < ε ∈ Q there exists an n0 such that n,m ≥ n0 implies
that |qn − qm| < ε. On the Cauchy sequences, one can define an equivalence
relation ≡ by (qn)n∈N ≡ (pn)n∈N if and only if

lim
n→∞

|pn − qn| = 0
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where the limit lim is just another way of noting the ε, n definition as the reader
should know. Finally, R is defined as the set of all equivalence classes of Cauchy
sequences. The reader should extend the definitions of +, ., || from Q to R.

These five pages are certainly the most abstract of this math tutorial and as
I have pointed out several times, there is much more to be said about it but
now we shall turn to more applied mathematics and proceed with simplicial
complexes, the Euler number, homotopy and finally, the Betti-numbers. I shall
be much more sloppy and intuitionist than I have been so far which is justified
given that the main points can be understood at an intuitive level. We shall
denote by

Rn = ×ni=1R = {(xi)ni=1|xi ∈ R}

the set of n-tuples of real numbers and obviously, one can extend the notion of
sum as

(xi) + (yi) = (xi + yi).

One also has the notion of a product of a real number with an n-tuple or vector
by means of

r(xi) = (rxi).

The standard n-dimensional simplex Sn is defined as

Sn = {(xi)ni=1|xi ≥ 0 and

n∑
i=1

xi ≤ 1}

where a zero complex is a point and
∑

stands for a general sum. The reader
must see that S1 equals an interval, S2 a triangle and S3 a tetrahedron and so
on. The outer boundary of Sn is given by

Fn+1 = {(xi)ni=1|xi ≥ 0 and

n∑
i=1

xi = 1}

and can be understood as “isomorpic” to a standard Sn−1 simplex. Let us try
to make this a bit more concrete, the boundary of S2 consists out of the oriented
lines (x, 0), (1−x, x), (0, 1−x) where x runs from zero to one. Each of these lines
are glued together on their boundaries (0, 0), (1, 0), (0, 1) respectively which are
ordinary vertices. More in particular, one can define the n−1 dimensional faces
Fi, i = 1 . . . n, by means of

Fi = {(x1, . . . , xi−1, 0, xi+1, . . . , xn)|xi ≥ 0 and
∑
i

xi ≤ 1}

which are isomorphic to standard n − 1 dimensional simplices and constitute
together with the outer boundary the total boundary of Sn. Now, all pairs in
{On, Fi} are glued together in one common simplex which we denote by Fi∩Fj
and so on, until only a point is left. Note that the Fi are not in standard form,
but are imbedded in one dimension higher and glued together on one common
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n−2 dimensional face. At this point, it is good to formalize things a bit more: a
function f : X → Y between two topological spaces is a homeomorphism if and
only if f is injective, surjective, continuous and having a continuous inverse f−1.
It is easy to see that homeomorphisms define equivalences between topological
spaces and therefore, we are often interested in classifying equivalence classes of
topologies.

A n-dimensional simplex is a topological space homeomorphic to the standard
simplex Sn and we have used this terminology a bit loosely before. One can
glue together two simplices along a face; more presicely, let ψ : Sn → A and
φ : Sn → B be the respective homeomorphisms, then there exists a a topological
space A ∗ B and injections iA : A → A ∗ B and iB : B → A ∗ B which
define homeomorphisms onto their images such that (iA ◦ψ)(Sn)∩ (iB ◦ φ)(Sn)
corresponds to the boundary symplex F1 ⊆ Sn. Moreover we have that

φ−1 ◦ i−1
B ◦ iA ◦ ψ : F1 → F1

is a homeomorphism for which there exists a permutation π ∈ Sn such that
F1 ∩ Fi1 ∩ . . . Fik is mapped onto F1 ∩ Fπ(i1) ∩ . . . Fπ(ik) for 1 < i1 < i2 . . . < ik
and k < n. The reader should extend this definition to the gluing of n simplices
along a boundary simplex, which we shall refer to as a face in the following.
A simplicial complex is then nothing but such gluing of simplices or a more
general gluing onto lower dimensional simplices such as two triangles meeting
in a point. We shall adapt this more general convention in what follows. All
this may seem to a formal way to define something akin to lego or pyramids,
but we come now to the crux of the story; that is, the most important object in
the theory. This object has been the beginning, again, of much abstraction by
Saunders MacLane and, indeed, it constutes a very powerful language. Denote
by Z3 = {−1, 0, 1} then it is well known that it constitutes a finite field. That is,
it has a multiplication and sum and both operations define a commutative group
structure on Z3. Concretly, this means that the sum is internal, associative,
there is a unit element 0 as well as an inverse for any nonzero element and
finally it is commutative. There is another, equivalent way of defining an n
simplex which is by means on n + 1 points vi in Rn. The ordered n + 1 tuple
(vi)

n+1
i=1 then defines an oriented simplex homeomorphic to the standard simplex

as the reader may want to verify and he or she might enjoy writing down some
homeomorphism explicitely. The n + 1 boundary faces are then easily seen to
correspond to an omission of some vi. Given n, we define the boundary operator
as

∂(v1, . . . vn+1) =

n+1∑
i=1

(−1)i(v1, . . . , vi−1, vi+1, . . . , vn+1)

being a Z3 sum of n−1 simplices. Extending this boundary operator by linearity,
the reader should verify that

∂∂(v1, . . . vn+1) = 0
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meaning that the boundary of a boundary is zero. The reader should extend
this definition to a simplicial complex and notice that the same formula holds;
we shall treat this construction further in the next section on linear spaces.
This is the main point about simplicial complexes and now we just look at
topological spaces A homeomorphic to them; given two “simplicial divisions”
of A the reader intuitively understands that one can find a common refinement
of them where refinement is defined in the obvious way by means of further
subdividing a simplex into smaller pieces for example by adding one internal
vertex and three internal lines in a triangle. To prove these statements typically
fills up some pages while one understands such thing immediately. So the reader
understands immediately that it is of interest to look for characteristics of a
simplicial complex which are invariant under the operation of refinement. One
might enjoy understanding that one such quantity is given by the Euler number
χ(C) of a simplicial complex C. It is defined as

χ(C) =

n∑
i=0

(−1)iVi

where Vi is the number of i dimensional simplices in C. First check this formula
in one or two dimensions and then generalize to higher dimensions. So, the Euler
number is a characteristic of an equivalence class of topological spaces. We shall
now provide the reader for an intuition of homology theory and then give the
abstract definition in the next section. That is, the k’th homology module,
k = 0 . . . n − 1, Hk over Z of a topological space A is generated by the closed,
meaning having no boundary, connected k-dimensional subspaces which cannot
be written as the boundary of a connected k + 1 dimensional space. Here, two
such subspaces are equivalent if both taken together constitute the boundary
of a k + 1 dimensional subspace. A subset B is connected if any two points
in it can be joined by means of a continuous path lying in B. Also, the sum
[v1]+ . . .+[vm] represents any union of subspaces wi equivalent to vi, where the
brackets stand for the equivalence class and vi, wi are called representants. Hn

is simply defined as the module generated by the equivalence classes of closed,
connected n-dimensional subspaces. The dimension of Hk is denoted by bk, the
k’th Betti-number and a powerful theorem which is rather simple to understand
dictates that

χ =

n∑
k=0

(−1)kbk.

Let us give now a couple of examples which are fairly standard and which should
invite the reader to further contemplate this: first you should find a triangulation
of the two dimensional sphere and then show that the Euler number is two. Also,
the two sphere itself is closed, so b2 = 1, clearly b1 = 0 given that every closed
line is the boundary of some surface and b0 = 1 since a sphere has exactly one
component. Hence b0 − b1 + b2 = 2 as it should. Define now a two dimensional
torus by taking a square and identifying the opposite sides; again, this manifold
is closed, has one component and has basically two classes of closed lines which
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cannot be written as the boundary of a two dimensional subspace giving b1 = 2.
Hence, the Euler number should be zero as the reader can verify directly. Again,
we treat the concept module more closely in the next section which concludes
our first section.

3.2 Metric and linear spaces.

We have studied the definition of a metric before, a metric space is a set X
equipped with a bifunction d : X ×X → R+ satisfying

• d(x, y) = 0 if and only if x = y,

• d(x, y) = d(y, x),

• d(x, z) ≤ d(x, y) + d(y, z).

d defines as before a metric topology τ(d). We shall now give away some defi-
nitions:

• (X, d) is complete if and only if any Cauchy sequence has a limit point in
X,

• (X, d) is bounded if and only if there exists a C > 0 such that d(x, y) < C
for any x, y ∈ X,

• (X, d) has the midpoint property if an only if for any x, y ∈ X, there exists

a z such that d(x, z) = d(y, z) = d(x,y)
2 .

As usual, X is open and closed in the metric topology and the reader can
give easily examples of metric spaces which are not complete implying that
closedness and completeness of a space are not the same. A subset A, however,
is closed if and only if it contains all its limit points in X which we shall prove
now as an exercise; this prototype of proof should enable the reader to verify
all other statements. Let A be closed and consider a sequence (xn)n∈N with
an accumulation point x ∈ X, then x ∈ A since otherwise there would exist an
open ball around x disjoint from A which is in conflict that it is an accumulation
point. Vice versa, suppose that any accumulation point of A in X belongs to
A, then Ac is open since if not there would exist a point x in the complement
and a series (xn)n∈N in A which has x as an accumulation point. Therefore
x ∈ A which is a contradiction. Likewise can one prove the following theorem:
any compact subset K of X is closed and bounded. The opposite is not true
however; for example, the closed ball of radius one around the origin in R∞ is
not compact.

We now come to implications of the midpoint property; given a continuous curve
γ(s), s ∈ [0, 1] in X, we define its length as

L(γ) = sup
s0=0<s1<s2...<sn−1<sn=1

n−1∑
i=0

d(γ(si), γ(si+1))
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where the supremum has to be taken given that further subdividing a partition
only increases its length. A curve has finite length if and only if L(γ) <∞; in a
complete metric space having the midpoint property and x, y ∈ X, there exists
a continuous curve from x to y with length equal to d(x, y). It is clear that
such curve minimizes the length of all curves between x and y and it is called
a geodesic or distance minimizing curve. Conversely, a metric space having a
curve between any two points such that d(x, y) = L(γ) is called a path-metric
space. So, given completeness, the path metric property is equivalent to the
midpoint property. There is a beautiful area of abstract metric geometry where
one can define a Hausdorff dimension by means of scaling properties of balls of
radius r and associated to that, the notion of a measure and so on. Furthemore,
one can define geodesic triangles and angles between geodesics and compare such
triangles with their cousins in metric spaces of Alexandrov curvature bounded
from below. In other words, a lot of the results obtained in the upcoming section
on Riemannian and Lorentzian geometry can be generalized to the much more
abstract setting of path metric spaces.

This author has generalized a lot of the results available on metric geometry
to a Lorentzian setting, in either to the context of a spacetime geometry. In
a Lorentzian spacetime, the pseudo-metric d defines a partial order ≺ on the
events and we define the set I+(x) as the set of all events y such that x ≺ y or
vice versa I−(x) as the set of all y such that y ≺ x. Here, d satisfies

• d(x, y) > 0 implies that d(y, x) = 0,

• d(x, x) = 0,

• if d(x, y)d(y, z) > 0 then d(x, z) ≥ d(x, y) + d(y, z)

and x ≺ y if and only if d(x, y) > 0; the last inequality is called the reverse tri-
angle inequality. (X, d) has a natural topology, called the Alexandrov topology,
generated by the sets I±(x) and the reader may enjoy giving examples in which
the Alexandrov topology is non-Hausdorff. The issues regarding the midpoint
property are much more subtle as the reader may want to figure out. In general,
we define the length of a continuous causal curve γ(s) by

L(γ) = inf
0=s0<s1<s3<...<sn−1<sn=1

n−1∑
i=0

d(γ(si), γ(si+1))

where by definition of a causal curve any d(γ(si), γ(si+1)) > 0. Here, the
infimum has to be taken given that subdividing a curve usually lowers the sum.
Finally, (X, d) is said to have the path metric property if and only if for any
x ≺ y there exists a causal curve connecting x with y such that

L(γ) = d(x, y)

and clearly such curve is the longest causal curve connecting x with y. As
before, such curve is called a geodesic and one can develop an entire pseudo-
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metric hyperbolic geometry.

In physics, one also has the causal set programme where spacetime is replaced
by a discrete structure (a poset) as follows: consider a discret set X equipped
with a partial order, then (X,≺) is called locally finite if and only if for any
x ≺ y, the Alexandrov sets

A(x, y) = {z|x ≺ z ≺ y}

has finite cardinality. It is past finite if and only if the cardinal number of I−(x)
is finite for any x ∈ X. General spaces of this kind, how simply defined they
may be, are extremely hard to control and we now turn our head towards linear
spaces which serve as the playground to define more special and controllable
geometries that we did far. Indeed, it will concern specializations of the path
metric geometries where limits towards the infinite small become meaningful.

In what follows, we shall need a bit of number theory: we have seen so far
the natural, integer, rational and real numbers but of course, there are many
more of them. We have also spoken about fields such as Q and R and now,
we shall speak about rings, and division algebra’s. A ring R is equipped with
an addition + and multiplication . such that R,+ is a commutative group,
the associative multiplication is distributive with respect to the sum meaning
(r+s).(t+v) = r.v+r.t+s.t+s.v and there exists a unit 1 such that 1.r = r = r.1.
A ring is a division algebra if and only if for any r there exists an inverse r−1

satisfying r.r−1 = 1 = r−1.r. Now, we come to the definition of a left (right)
module M over a ring R; a left (right) module is a commutative group M,+
endowed with a left (right) action of R. More specifically, there exists a scalar
multiplication rv ∈M of an element r ∈ R with an element v ∈M . The latter
satisfies

(r + s)v = rv + sv

(r.s)v = r(sv)

A vector space is a left module over a field; we have already seen that Rn is
a vector space over R where we call n the dimension. An interesting question
is to find division algebra’s which are at the same time bi-modules over R. It
turns out there exist exactly three of them: the real numbers themselves, the
complex numbers C and the real quaternions RQ. All of them are suitable to
define a theory of quantum mechanics but history has decided that C is the
best candidate. The complex numbers arose from the desire to have a complete
factorization of any finite polynomial over the real numbers; by this we mean
that any function

f : R→ R : x→
n∑
k=0

akx
k
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with ak ∈ R, an 6= 0, could be written as

an

n∏
k=1

(x− bk)

where the bk belong to another field containing R. As it turns out, the bk are
not real numbers in general as the polynomial

x2 + 1

has no real roots. To accomodate for this, mathematicians invented the number
i such that i2 = −1; this turned out to be sufficient to factorize any complex
polynomial by means of complex roots, a theorem which is called the funda-
mental theorem of algebra. Indeed, it is that important that it shall be used
throughout this text at several stages; the reader interested in a proof should
consult any decent textbook on elementary number theory and complex analy-
sis. Later on, we shall study RQ as well as the so-called Clifford numbers which
are of primary importance in physics.

In what follows, we shall study complex vector spaces, the restriction to real
vector spaces being obvious: again, the reason for this choice is the fundamental
theorem. We shall again deal with infinity here and present immediately the
general case, the seperable and finite cases being special examples. In Rn for
example, one has that vi = (0, . . . , 0, 1, 0 . . . , 0) where the one appears on the
i’th index satisfies the following properties:

•
∑n
i=1 c

ivi = 0 if and only if all ci = 0,

• every v ∈ Rn can be written as a sum like that.

More, in general, for any module over a ring, we call (vi)i∈I , where I is an index
set, a basis if and only if the above two properties hold where we consider infi-
nite sums. Now, any basis has the same cardinality, and the interested reader
may want to read more about the definition of this word as well as the truth of
this statement in the literature albeit we shall prove it here for finite index sets
I. It can be shown, by appealing to the axiom of choice, that any module over
a ring has a basis and we consider such abstract nonsense to be a fact.

We now jump to those spaces which are important in the standard formulation
of quantum mechanics, the so-called Hilbert spaces H. Those concern a gener-
alization of standard Euclidean geometry and are defined by a so-called scalar
product or sesquilinear form 〈v|w〉 where v, w ∈ H which is a module over the
complex numbers. For real Hilbert spaces, the scalar product between v and w
equals the product of the oriented length of the projection of v on w times the
length of w and is therefore a real number. This quantity satisfies:

〈v|w〉 = 〈w|v〉
〈v|aw + bu〉 = a〈v|w〉+ b〈v|u〉

〈v|v〉 ≥ 0 and equality holds if and only if v = 0.
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The axioms for a sequilinear form are exactly the same except that 〈v|w〉 = 〈w|v〉
where the bar denotes the complex conjugate defined by a+ bi = a − bi. For
example, C is a Hilbert space with scalar product vw; to complete the definition,
the reader must understand that a scalar product is a higher structure than a
metric d. More specifically, we first define a norm ||v|| by means of

||v|| =
√
〈v|v〉.

To understand the properties it satisfies, we need the following result

|〈v|w〉| ≤ ||v||||w||

which reads that the absolute value of the product of the oriented length of the
projection of v on w with the length of w is smaller or equal than the length of
v times the length of w which is intuitively obvious. The formal proof goes as
follows

0 ≤ ||v + λw||2 = ||v||2 + |λ|2 ||w||2 + 2Re
(
λ〈w|v〉

)
where Re(a + ib) = a in either the real part of a complex number. The reader
should verify that the real part of a complex number z can be written as 1

2 (z+z)
while the imaginary part reads −i 1

2 (z − z). Here, the modulus of a complex
number is defined by

|z| =
√
zz =

√
a2 + b2

and satisfies
|z + z′|2 = |z|2 + |z′|2 + (zz′ + zz′)

where the last term equals up to a factor two

aa′ + bb′

the absolute value of which is smaller or equal to |a| |a′| + |b| |b′| the square of
which

a2a′2 + b2b′2 + 2 |a| |a′| |b| |b′| ≤
(
a2 + b2

) (
a′2 + b′2

)
= |z|2 |z′|2 .

Therefore,

|z + z′|2 ≤ (|z|+ |z′|)2

and thus
|z + z′| ≤ |z|+ |z′|

which is the so-called triangle inequality. Therefore, we obtain again a metric
on the complex numbers by

d(z, z′) = |z − z′|

and the reader notices that the norm is just a higher dimensional analogue of
the modulus. Coming back to our original proof, the reader may see that we
can choose λ such that

Re
(
λ〈w|v〉

)
= |λ| |〈v|w〉|
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and therefore, we obtain that

0 ≤ ||v||2 + |λ|2 ||w||2 + 2 |λ| |〈v|w〉|

which is a polynomial equation of second degree in the positive variable |λ|.
The reader should know that for at most one zero to exist we need that the
discriminant is smaller or equal than zero

0 ≥ 4 |〈v|w〉|2 − 4||v||2||w||2

which gives precisely our result and equality holds only if w = −λv. Hence,

||v + w|| ≤ ||v||+ ||w||

which defines again a metric topology by means of

d(v, w) = ||v − w||.

A Hilbert space is therefore a module over C equipped with a sesquilinear form
such that the associated metric space is complete. The completeness assumption
is extremely important for the theory of linear operators but before we come
to that, let us understand a bit better the geometry defined by the sesquilinear
form with regard to a so-called orthonormal basis. Two nonzero vectors v, w are
called orthogonal to one and another if and only if 〈v|w〉 = 0 and we say that
a vector v is normalized if and only if ||v|| = 1. Again, by means of the axiom
of choice, we can show that there exists a basis (ei)i∈I such that 〈ei|ej〉 = δij
where δij is the Kronecker symbol which equals 0 if i 6= j and one otherwise. In
a finite dimensional Hilbert space, where v =

∑n
i=1 v

iei this implies that

〈v|w〉 =

n∑
i,j=1

viwjδij

a generalization of the standard inproduct in three dimensional Euclidean ge-
ometry. From now on, we shall adopt the Einstein convention and simply ignore
the summation sign when dealing with expressions such as viwjδij . δij is our
first example of a tensor which we shall define in full generality later on.

In quantum mechanics, the following two operations are important, one of which
equals the minimal join ⊗ called the direct product in the literature. Given two
Hilbert spaces Hi, the tensor product H1 ⊗H2 is again a Hilbert space defined
in the following way: one starts from vectors v1 ⊗ v2 where vi ∈ Hi and the
latter is just a different notation for (v1, v2). Next, one takes finite formal sums∑n
i=1 ziv

i⊗wi of these elements and considers the following equivalence relation

z(v ⊗ w) ≡ (zv)⊗ w ≡ v ⊗ (zw)

v ⊗ w1 + v ⊗ w2 ≡ v ⊗ (w1 + w2)
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We define H as the linear space of these equivalence classes and now turn it into
a Hilbert space. The scalar product is fixed by the definition

〈v1 ⊗ w1|v2 ⊗ w2〉 := 〈v1|v2〉〈w1|w2〉

and we simply take the completion of H in the associated metric topology.
Likewise, one can define the direct sum H1 ⊕H2 but this time the equivalence
relation is defined by

z(v ⊕ w) ≡ (zv)⊕ (zw)

v1 ⊕ w1 + v2 ⊕ w2 ≡ (v1 + v2)⊕ (w1 + w2)

resulting in the scalar product

〈v1 ⊕ w1|v2 ⊕ w2〉 := 〈v1|v2〉+ 〈w1|w2〉.

The reader should check that a basis for H1 ⊗H2 is given by vi ⊗ wj where vi
constitutes a basis for H1 and wj for H2. Likewise, a basis for H1⊕H2 is given
by vi ⊕ 0, 0⊕ wj .

Now, we come to the theory of linear operators which constitute the natural
functions A : H1 → H2 between Hilbert spaces. They are natural in the sense
that

A(zv + w) = zA(v) +A(w)

which implies A(0) = 0. It is evident that this property implies that A is
completely determined by its action on a basis (ei)i∈I which we write down as

Aei = Ajifj

where (fj)j∈J constitutes a basis of H2 and the reader should keep in mind the
Einstein convention. Therefore,

A(viei) = (Ajiv
i)fj

which, for finite dimensional Hilbert spaces, boils down to an ordinary matrix
multiplication where the j index is the so called row index and the i pertains
to the columns. This constitutes the second example of a tensor and you may
notice that the indices are placed differently this time - we have one upper
and lower index. Hence, the point of view of operators is better than the one
of matrices in the sense that the former is basis independent while the latter
is not; sometimes, it is convenient to work in the latter picture while making
computations but usually, the reader will understand that the former is much
more economic to work in. Regarding the matrix picture, we have the notion
of a basis tranformation which is not a linear operator since it acts trivially on
the vectors given that it just changes the basis representation. Such changes of
basis are however denoted in the same way:

e′i =
∑
k∈I

Oki ek
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and
f ′j =

∑
k∈J

V kj fk

where the O and V are invertible in the sense that there exist O−1, V −1 such
that

(O−1)ikO
k
l = δil = Oik(O−1)kl

and likewise for V . We have then that

A′ji f
′
j = Ae′i = Oki Aek = AlkO

k
i fl = (V −1)jlA

l
kO

k
i f
′
l

implying that
A′ji = (V −1)jlA

l
kO

k
i .

In the next section, we shall further work on the theory of linear operators
especially in the context of the spectral theorem but let us come back for a mo-
ment to the previous section. Here, given a topological space, we introduced the
formal vector space over Z3 generated by all closed, connected, k-dimensional
subspaces, an object wich is infinite dimensional. Then, we put the equivalence
relation on them

Sk1 ≡ Sk2
if and only if there exists a connected k+1 surface T k+1 such that ∂T k+1 = Sk1−
Sk2 . This reduces the infinite dimensional vector space to a finite dimensional
one over Z. To construct Hk, we divide out by the module of exact k surfaces,
that is those which can be written as the boundary of k + 1 surface (those are
automatically closed since the operator ∂ satisfies ∂2 = 0). This brings us to
the notion of a quotient space: let M,N by K modules where N ⊆M , then the
quotient module

M

N

has as elements the equivalence classes in M determined by the equivalence
relation

v ≡ w if and only if v − w ∈ N.
There is a long category theoretical treatment of homology and cohomology to
which we shall come back later in the context of differentiable manifolds where
the cohomology is determined by the exterior derivative d satisfying again d2 = 0
and d and ∂ are isomorphic in a sense.

3.3 Operator theory.

We shall directly treat the infinite dimensional case, leaving the finite dimen-
sional one as an easy subcase. However, since I shall not give any proof of any
theorem which follows, the reader might be capable of formulating his or her
own proof in the finite dimensional case. The latter is much easier to do given
that infinite dimensions come with many subtleties not present in the finite di-
mensional case and consult a book on functional analysis for the more formal
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proofs. In standard quantum mechanics, the Hilbert space is time independent,
something which we shall sharply criticize in the next chapter given that it im-
plies the theory is not generally covariant. All mathematical results of interest
pertain to operators A : H → H and the reader shall understand after a while
why those results are not open for generalization.

Before we lift off, let us study some topologies on the Hilbert space H as well
as on the space of operators. On H, we have already studied the norm topology
determined as before, we now come to the weak topology: this one is generated
by so-called linear functionals which are linear maps ω from H to C. The space
of linear functionals is again a vector space and usually we restrict to those
functionals which are continuous in the norm topology. The latter form again
a vector space called the topological dual H?: now, one has the result that a
functional is continuous in the norm topology if and only if

|ω(v)| ≤ C||v||

for some C > 0. Let us give a formal proof of this result: obviously, the inequal-
ity implies continuity by linearity of ω. Conversely, take a linear functional and
assume that there exists a sequence of linear independent, normalized vectors vn
such that ω(vn)→∞ in the limit for n to ∞. Then, by taking a subsequence,

one can assume that ω(vn) > n2 and the sequence of vectors wk =
∑k
n=0

1
n2 vn

converges to w =
∑∞
n=0

1
n2 vn whose norm is finite and ω(wk)→∞ which is in

contradiction to the continuity.

Given this result, one can show that any bounded functional in H? is of the
form

ω(w) = 〈v|w〉

with ||v|| <∞ and the reader should try to prove this result for him or herself.
Geometrically, this is obvious given that ω is fully determined by its null hyper-
plane W = {w|ω(w) = 0} as well as the action on its normal vector v

||v|| . This

motivates the following defintion: we define the open sets

Oε;v1,...,vn(w) = {w′| |〈w − w′|vi〉| < ε for i = 1 . . . n}

which constitute a basis for the so-called weak or ?-topology.

The weak topology is weaker than the norm topology meaning that every open
in the weak topology is also open in the norm topology. The proof is evident
by means of the inequality

|〈w − w′|vi〉| ≤ ||w − w′||||vi||

and therefore if
||w − w′|| < ε

maxni=1 ||vi||
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then w′ ∈ Oε;v1,...,vn(w). Another criterion for compactness of a metric space
like H is that K is compact if and only if every sequence (xi)i∈I in K has a
subsequence (xij )j∈J converging to a limit point in K. We will now prove the
equivalence with the old definition: if K is compact and (xi)i∈I is a sequence,
then consider a cover Cn by means of 1

n -open balls. For each n, by the fact that
K can be covered by means of a finite number of open balls of radius 1

n , we
have a sequence with a cardinal number of I elements contained in a decreasing
sequence of open sets On+1 ⊆ On of diameter less than 2

n . Hence, we find
a subsequence and accumulation point in K. To prove the converse, we shall
assume that K has a countable dense subset of points; therefore, any open cover
of K by means of open neighborhoods can be replaced by a countable one On.
Suppose there does not exist a finite subcover, then we can find a subsequence
of points xm /∈ ∪mn=1On which must have an accumulation point x ∈ Ok for
some k. But then, some xm ∈ Ok for m arbitrarily large in contradiction to the
assumption.

In the sequel, we shall only work with seperable Hilbert spaces, meaning Hilbert
spaces having a countable basis, corresponding to the lowest kind of infinity.
The reader can easily show that for such spaces, the closed unit ball is not
compact in the norm topology but it is compact in the weak topology, where
the above theorem also holds for the weak topology in this case given that it
has a countable basis. We now come to some definition of some norms one can
define on the linear space of all operators and we start by the most important
one:

||A||sup = sup
||v||=1

||Av||

which is the so called supremum norm. In case it is finite, we call the oper-
ator bounded and a whole theory of bounded operators exists poored in the
abstract framework of C?-algebra’s. We shall not deal with this subcase here as
most physical operators are unbounded. Two other topologies are of interest,
the strong and weak ? topology. The former is defined by means of the open
neighborhoods

Oε;v1,...vn(A) = {B| ||(B −A)vk|| < ε for k = 1 . . . n}

while the latter has as open neighborhoods

Oε;v1,...vn,w1,...,wn(A) = {B| |〈(B −A)vk|wk〉| < ε for k = 1 . . . n}.

The reader may show that both topologies are Hausdorff and that the weak-?
topology is weaker than the strong one. Also, we leave it as an exercise for
the reader to show that all three topologies coincide for operators on finite
dimensional Hilbert spaces.

We are now in a position to develop the theory of interest: I shall refrain from
giving the physically important examples, since we need the general theory of
the next section for that. So, in general, operators have a domain D ⊂ H

73



which we shall assume to be a dense subspace in the sequel; the adjoint A† of
A is defined by means of the following procedure. Consider the subspace D? of
vectors v such that

|〈v|Aw〉| < C(v)||w||

for all w ∈ D. Then, the functional w → 〈v|Aw〉 can be continuously extended
to H. Therefore, there exists a vector z such that

〈v|Aw〉 = 〈z|w〉

and we define A†v = z which can be easily seen to be a linear operator. There-
fore, the domain of A† equals D?. The following cases are of special interest:

• A = A† and D = D? = H in which case the operator is called self-adjoint,

• AA† = A†A and D = D? = H in which case the operator is called normal,

• UU† = U†U = 1 and D = D? = H in which case the operator is called
unitary,

• P 2 = P = P † and D = D? = H in which case the operator is called a
Hermitian projector.

As we shall see later on, self-adjoint or Hermitian operators are related to the
unitary ones which play an important role in the standard formulation of quan-
tum mechanics which is not suited at all for cosmology as we shall study in
the next chapter. We shall work towards two different theorems: one which
says that a suitable class of operators may be extended to Hermitian operators,
where an extension of an operator is a novel operator defined on a larger do-
main coinciding with the original operator on its domain. The second result
states that any normal operator may be decomposed into orthogonal projection
operators in the weak ? topology.

Let us first treat the extension of a so-called partial isometry V with a domain
D which is not required to be dense; the latter satisfies the property that

〈V (v)|V (w)〉 = 〈v|w〉

for all v, w ∈ D. Hence, by continuity, we can extend V to the closure D
of D which results in a linear homeomorphism between D and Im(V ) where
Im(V ) = {V w|w ∈ D} is the image of V . Now, only in case the orthogonal
complement D⊥ = {w|〈w|v〉 = 0 ∀v ∈ D} has the same dimension as the
orthogonal complement of the image (Im(V ))⊥ can we obtain an extension by

means of a unitary operator W : D⊥ → (Im(V ))⊥ resulting in a unitary operator
U = V ⊕W : H → H which is a unitary extension of U . Now, the reader notices
that for any subspace W , W⊥ is closed in the weak and therefore also in the
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norm topology; moreover, W⊥⊥ := (W⊥)⊥ is the weak closure of W .

Now, Von Neumann was aware of the Cayley transform between Hermitian and
unitary operators in finite dimensional Hilbert spaces: more precisely, a self-
adjoint operator A gets mapped to

U = (A− i1)(A+ i1)−1

where (A±i1) is invertible in finite dimensions given that the equation Av = ∓iv
has no solution since otherwise

∓i||v||2 = 〈v|Av〉 = 〈Av|v〉 = ±i||v||2

implying v = 0. Moreover, (A+ i1) commutes with (A− i1) implying that U is
unitary. He wondered what conditions should apply on A for U to be a partial
isometry, so that one could extend the latter to a unitary operator defining a
Hermitian one by means of the inverse Cayley transformation:

A = −i(U + 1)(U − 1)−1.

The operator A± i1 should be injective by the same argument as before which
suggests the condition that D ⊆ D? and A = A† on D which is the defining
condition for A to be a symmetric operator. This does, in contrast to the finite
dimensional case not imply that A± i1 is surjective. Therefore,

U : Im(A+ i1)→ Im(A− i1)

and we now have to do three things : (a) verify that it is a partial isometry indeed
(b) close Im(A± i1) and finally (c) verify wether Im(A+ i1)⊥ and Im(A− i1)⊥

have the same dimension. To prove (a) we notice that

〈U(A+i1)v|U(A+i1)w〉 = 〈(A−i1)v|(A−i1)w〉 = 〈Av|Aw〉+i〈v|Aw〉−i〈Av|w〉+〈v|w〉

and this last expression equals by symmetry of A

〈Av|Aw〉+ 〈v|w〉 = 〈(A+ i1)v|(A+ i1)w〉

for all v, w ∈ D. Usually, in the literature, one closes the operator A prior
to making the Cayley transform albeit this is not really necessary; U trivially
extends to an operator

U : Im(A+ i1)→ Im(A− i1)

and now we need (c) for U to be extendible to H. This last condition can be
phrased somewhat more conveniently by means of

Im(A± i1)⊥ = Ker(A† ∓ i1).

Indeed
〈w|(A± i1)v〉 = 0
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for all v ∈ D is equivalent to w ∈ D? and

〈(A† ∓ i1)w|v〉 = 0.

This is true if and only if (A† ∓ i1)w = 0 since D is dense in H; by definition
Ker(B) = {w|Bw = 0}.

This finishes our first major result: symmetric, densely defined operators have
self-adjoint extensions if and only if the dimensions of Ker(A†∓ i1) are equal to
one and another. Now, we come to the second major result for normal operators
A showing the following: there exists a projection valued measure dP (z) on the
complex plane such that in a weak ? sense

A =

∫
C
z dP (z).

Here, we meet for the first time an integral, something I presume you have
studied in high school; to make precise that what I am going to say, I shall
have to introduce some measure theory and theory of distributions as well. But
before we come to that, we see that if we want to achieve such result, we need
to study the invertibility properties of the operator (A− z1). In particular, we
need to look at those cases where (A− z1) is not invertible; logically, there are
three possibilities:

• (A − z1) is not injective nor surjective; then z is said to belong to the
discrete spectrum,

• (A − z1) is not injective, but surjective; in that case z belongs to the
residual spectrum,

• (A − z1) is injective, but not surjective; in that case z belongs to the
continuous spectrum.

For normal operators, we have the result that the residual spectrum is empty.
Note that if A is normal, then Az = A − z1 is likewise normal; also, we have
that A is injective if and only if A† is which can be proven by means of Av = 0
if and only if A†v = 0. However, the fact that A is surjective does not necssarily
imply that A† is. So suppose that z belongs to the residual spectrum, then

〈v|Azw〉 = 0

for all w implies that v = 0. But then Ker(A†z) = Ker(Az) = 0 which is a
contradiction. Therefore, the residual spectrum is empty. In case z belongs
to the discrete spectrum, there exists a unique Hermitian projection operator
Pz on Ker(Az). Pz commutes with A, APz = PzA = zPz since 〈v|APzw〉 =
z〈v|Pzw〉 = 〈zPzv|w〉 = 〈A†Pzv|w〉 = 〈v|PzAw〉, and therefore also with A†
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given that Pz is Hermitian; moreover, if z 6= z′ belongs to the discrete spectrum,
then PzPz′ = 0 as follows from

zPzPz′ = APzP
′
z = z′PzPz′ .

This looks already very much like the result we want to obtain; it is clear that
on separable Hilbert spaces, the discrete spectrum is discrete meaning that it
consists of at most a countable number of elements. We give the example of a
bounded linear operator, for which one can prove that the spectrum is compact,
given by Aen = 1

nen where n > 0 and em an orthonormal basis. The discrete
spectrum is given by { 1

n |n ∈ N0} and 0 belongs to the continuous spectrum,
given that for example

∑∞
n=1

1
nen does not belong to the image of A. So, the

continuous spectrum can have “measure zero” and does therefore not contribute
to the spectral decomposition in this case.

The continuous spectrum is obviously empty for operators on finite dimensional
Hilbert spaces and the reader should be able, at this point, to prove the spectral
theorem by means of the fundamental theorem of algebra. Indeed, here the
complex numbers become important since they garantuee a non-empty spectrum
- a statement which we shall prove shortly - which should allow the reader to
complete the proof by induction on the dimension of H. Here, some notation
becomes important: given a unit vector v, denote by

P = vv†

the operator defined by Pw = v〈v|w〉. Then P is a rank-one Hermitian pro-
jection operator and in case AP = zP we obtain that Av = zv meaning v is a
so-called eigenvector and z belongs to the discrete spectrum σd(A). Therefore,
in finite dimensions, our statement becomes

A =
∑

z∈σd(A)

zPz

where
∑
z∈σd(A) Pz = 1. Before coming to the continuous spectrum in general,

let us first show that the spectrum is non-empty in the finite dimensional case;
the infinite-dimensional proof relies on methods in complex analysis, which we
shall only study in a while and are therefore out of reach for the moment. I
warned you I was not going to prove every statement in full detail but merely
outline the general ideas, which is after all the most important thing to do. In
finite dimensions, one introduces the so called determinant det(A) of a matrix,
not operator, Aij as follows:

det(A) = εi1...inA
i1
1 . . . Ainn

where again, Einstein summation has been taken into account. Here, we meet
our second tensor εi1...in which transforms as a density. To understand this
tensor, the reader must know something about the permutation group Sn; the
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latter consists of all bijections ρ, τ : {1, 2, . . . , n} → {1, 2, . . . , n}. The reader
should check that Sn equipped with the standard composition ρτ forms a non-
commutative group indeed. A transposition is a bijection which swaps two
indices i, j and we denote by (ij); clearly, every nontrivial permutation can be
written as a product of transpositions. We now show that every product of
transpositions equivalent to the identity must contain an even number of them.
For this, we use the following rules: (a) (i, j)(k, l) = (k, l)(i, j) if all four indices
are distinct (b) (jk)(ij) = (ij)(ki) = (ki)(kj) if i, j, k are all distinct an finally
(c) (ij)2 = 1. By means of these operations, we can rewrite our product of
transpostions as

(i2ni2n−1) . . . (i2k+2i2k+1)(1i2k−1)(1i2k−3) . . . (1, i1)

where all ik are different from 1. Since in the product (1i2k−1)(1i2k−3) . . . (1, i3)
i1 can only get to 1 we must have another (1, i1) in this product which can again
be shuffled trough so that it arrives in place of (1, i3). In this way k is even and
the original product can be reduced to (i2ni2n−1) . . . (i2k+2i2k+1) which does
not contain 1; therefore, in a similar way, one arrives to the fact that n is even
which concludes the proof. Given two distinct products pi for a permutation
ρ, then p1p

−1
2 is a product for 1 and therefore even, which implies that both pi

contain an even or odd number of transpositions. This motivates the following
definition:

sign(ρ) = 1

if ρ is written as an even product of transpositions and minus one otherwise.
Now, εi1...in is defined by εi1...in = sign(ρ)εiρ(1)...iρ(n)

and ε12...n = 1. εi1...in is
called the totally antisymmetric symbol and vanishes if any two indices are equal
to one and another. Under a basis transformation Oij , the symbol transforms
as

ε′j1...jn = εi1...in(O−1)i1j1 . . . (O
−1)injn = det(O−1)εj1...jn .

Therefore, the ε symbol is basis independent if and only if one only considers
transformations O with det(O−1) = 1.

The reader should prove that the determinant enjoys the following properties:

• det(AB) = det(A)det(B),

• det(1) = 1,

• det(A†) = det(A).

From this, it follows that det(A−1) = (det(A))−1 and therefore, A is invertible
if and only if det(A) = 0. Another formula for the determinant is given by

det(A) =
∑
ρ∈Sn

sign(ρ)A
ρ(1)
1 . . . Aρ(n)

n
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which may be helpful in the above. This brings us back to the existence of
elements in the spectrum, called eigenvalues. z ∈ σd(A) if and only if Az is not
injective nor surjective if and only if

det(Az) = 0.

The latter equation is of the form P (z) = 0 where P (z) is a complex polynomial
of degree n in the variable z. The fundamental theorem tells us that it can be
written as

n∏
i=1

(bi − z) = 0

and therefore we have n roots corresponding to z = bi some of which may be
equal to one and another. This finishes the proof that the spectrum is nonempty.

We now investigate the continuous spectrum in case A is bounded. For z in
the continuous spectrum, we have the following: there exists a sequence of unit
vectors vn such that

||Azvn|| → 0

in the limit for n to ∞. So, elements in the continuous spectrum give rise to
approximate eigenvectors. We have that Im(Az)

⊥ is zero since Az is injective
and therefore Im(Az) is dense in H. Suppose, on the contrary that

inf
||v||=1

||Azv|| ≥ C

then Im(Az) is closed given that if ||Az(vn)−Az(vm)|| is a Cauchy sequence then
||vn−vm|| is with limit vector v and Azv is the limit point of Azvn by continuity
which shows Az is surjective in contradiction to the fact that it belongs to the
continuous spectrum. We have likewise that if z 6= z′ then

lim
n,m→∞

〈vn|wm〉 = 0

where (vn)n∈N corresponds to Az and (wn)n∈N to Az′ which resembles the prop-
erty of Hermitian projection operators in the discrete spectrum.

We now come to the construction of the spectral measure: given a measurable
subset O ⊆ C, we define PO to be the smallest Hermitian projection operator
with the property that if z ∈ σ(A)∩O and (vn)n∈N a sequence of (approximate)
eigenvectors for z, then ||PO(vn) − vn|| → 0 in the limit for n → ∞. Here, a
measurable subset A is constructed in the following way:

• any open set is measurable,

• the complement of a measurable set is measurable,

• the infinite union of measurable sets is measurable.
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We shall come back to these foundational statements of measure theory later
on but let us continue with the main argument. From all the above, it is clear
that

POPV = PO∩V

as the reader may wish to verify. Given a countable partition (Bn)n∈N of C by
means of measurable sets1 we can take partial sums

A(Bn)n∈N =

∞∑
n=0

znPBn

where zn ∈ Bn. As usual, the integral is defined by refining the partition and
the remainder of the proof consists in showing that these sums converge in the
weak-? topology to the aforementioned integral as well as A. The first statement
is a delicate technical exercise, while the latter result involves again the axiom
of choice. We omit the proofs of these statements as they contain very little
novel ideas.

The reader should try to show that the spectrum of a self-adjoint operator is
a subset of R and for a unitary operator a subset of the unit circle |z| = 1.
Regarding the standard formulation of quantum mechanics, one has the impor-
tant Stone-Von Neumann theorem whose proof relies on the spectral theorem
but which we shall not outline here. In standard quantum theory, one has a
fixed Hilbert space and the time evolution is given by given by unitary operators
U(t) with the property that U(t + t′) = U(t)U(t′) and U(0) = 1. In case the
mapping t → U(t) is continuous with respect to the strong operator topology
and standard metric topology on R, there exists a unique Hermitian operator
such that

U(t) = eiHt

where e is a generalization to operators of the usual exponential map you know
from high school. More generally, given any continuous map f : C → C and
normal operator A, we have that

f(A) :=

∫
C
f(z)dP (z)

where we use the spectral decomposition

A =

∫
C
zdP (z).

There is a rich literature on these issues and the reader in invited to learn
more about operator theory albeit it does not constitute a suitable language for
quantum mechanics in the presence of a gravitational field. Before we turn our
head towards general analysis, let me mention two interesting generalizations of

1A partition satisfies the properties that Bn ∩Bm = ∅ for n 6= m and ∪∞n=0Bn = C.
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the setting so far without giving any proof.

The first generalization consists in replacing the complex numbers by means of
the real quaternions RQ which is a division algebra as well as module over the
real numbers. As a vector space, it is determined by means of the elements:

q = a+ bi+ cj + dk

where a, b, c, d ∈ R and k = ij = −ji, i2 = j2 = k2 = −1. Define the quaternion
conjugate

q = a− bi− cj − dk

then |q|2 = qq = qq = a2 + b2 + c2 + d2 which vanishes if and only if q = 0.
If q 6= 0 then q−1 = q

|q|2 which shows that RQ is a division algebra. One

can define quaternion bi-modules and quaternion valued scalar products which
constitute a natural generalization of Hilbert space. It has been shown that all
the above results can be generalized towards quaternionic Hilbert spaces and
some physicists have studied a good deal of quaternionic quantum mechanics.

A second generalization consists in dropping the requirement that

〈v|v〉 ≥ 0

and allowing for this scalar product to become negative. Later on, we shall
study such finite dimensional Nevanlinna spaces in the context of Lorentzian
geometry. The infinite dimensional context is rather much more detailed and
requires subtle completeness definitions. We now study analysis in general finite
dimensional spaces.

3.4 Higher dimensional analysis.

In this section, we generalize pretty much everything you have learned in high
school for functions f : R → R to functions g : Rn → Rm. In particular,
we shall study the differential Dg, vectorfields, dual fields, general tensorfields,
the exterior derivative and general integration theory. All these things can
be generalized to infinite dimensional spaces where one defines the so called
Fréchet derivative but we shall avoid all technicalities associated to the infinite
dimensional context and its inequivalent topologies. The norms which we shall
use here are the usual Pythagorian ones associated to a real scalar product. The
coordinates in Rm defined with respect to an orthonormal basis shall be denoted
by x′µ, x′ν whereas those defined with respect to an orthornormal basis in Rn
are denoted by xα, xβ . Given f : Rn → Rm, the notation fµ(xα) therefore has
an obvious meaning and we start by defining the partial derivatives ∂α = ∂

∂xα .
The latter is defined by means of the condition that

lim
h→0
||f(x+ heα)− f(x)− ∂αf(x)h|| = 0.
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The reader may want to prove that if all partial derivatives exist in a point x,
then f is continuous in that point. More generally, the function f : Rn → Rm is
called differentiable if and only if there exists a linear mapping Df(x) : Rn →
Rm such that

lim
||h||→0

||f(x+ h)− f(x)−Df(x)h|| = 0.

Clearly Df(x) = ∂αf(x)dxα where dxα(h) = hα and therefore if the deriva-
tive exists in a point x, all partial derivatives exist in x. The converse is not
necessarilly true: take for example any continuous function which has the fol-
lowing restrictions f(x, 0) = x2, f(0, y) = y2 and f(x, x) = |x| for x, y close to
zero. Then the partial derivatives exist, but not the total derivative; one has
the following theorem: ir all partial derivatives exist in a neighborhood of x and
are continuous in that neighborhood, then the total derivative exists in x. The
continuity requirement precisely avoids the kind of pathologies present in the
above example.

One can obviously take multiple partial derivatives as well as absolute deriva-
tives of a function f : Rn → Rm and one has the following important property:
if all second partial derivatives ∂α∂βf exist and are continuous, then

∂α∂βf = ∂β∂αf

the proof of which follows easily from the definition of the partial derivative.
Now, we come to differentiable generalizations of our topological homeomor-
phisms: g : O ⊆ Rn → V ⊆ Rn is called a Cn diffeomorphism for n ∈ N0 if and
only if g is a homeomorphism and all k ≤ n absolute derivatives Dkg and Dkg−1

exist. Mostly, we shall deal with C2 or C∞ diffeomorphisms but exceptional cir-
cumstances may occur. It is natural to form the mapping f ◦ g : O ⊆ Rn → Rm
which we write as

fµ(gβ(xα))

and we now want to take derivatives with respect to xα and denote x′β(xα) =
gβ(xα). The rule, which is most easily proven, and which you have also studied
in high school in a restricted form, is given by

∂αf(x′β(xγ)) = ∂′δf(x′β(xα))∂αx
′δ(xγ)

where again Einstein summation occurs in the δ indices. Often, this rule is
written as

∂α =
∂x′β

∂xα
∂′β

which leads to the formula
∂x′β

∂xα
∂xα

∂x′γ
= δβγ

and of course the same with xα, x′β interchanged. δβγ is the third tensor we meet

and it is defined by δβγ = 1 is α = γ and 0 otherwise. On the level of the vector
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space, we can identify eα with ∂α so that the basis acquires an operational
significance. Therefore

dxα(∂β) = δαβ

and therefore dxα obtains the status of an element in (Rn)? the topological dual
of Rn. Under a diffeomorphism

dx′α =
∂x′α

∂xβ
dxβ

as it should since from the above identities follows that

dx′α(∂′β) = δαβ

meaning that the δαβ tensor is an object invariant under local diffeomorphisms
of Rn. We now define vectorfields as differential operators

V(x) = V α(x)∂α

and under a diffeomorphism of Rn this transforms as

V′(x′) = V ′α(x′(x))∂′α = V α(x)∂α

which implies we have that

V ′α(x′(x))
∂xβ

∂x′α
= V β(x).

Likewise, we have dual fields
ω = ωαdx

α

transforming as

ω′α
∂x′α

∂xβ
= ωβ .

The vectorfields V,W form a Lie-algebra meaning that

[V,W] = VW−WV =
(
V α∂αW

β −Wα∂αV
β
)
∂β

is again a vectorfield. One can now take tensor products of vectors and one
forms where we put all vectors to the left and one forms to the right. This leads
to objects of the kind

Tα1...αr
β1...βs

(x)∂α1 ⊗ . . .⊗ ∂αr ⊗ dxβ1 ⊗ . . .⊗ dxβs

and it transforms as

T ′α1...αr
β1...βs

(x′) =
∂x′α1

∂xγ1
. . .

∂x′αr

∂xγr
∂xδ1

∂x′β1
. . .

∂xδs

∂x′βs
T γ1...γr
δ1...δs

(x).

We call the above object an (r, s) tensor with r contravariant and s covariant
indices.

We now define the wedge product of one forms dxα, it sastisfies the properties of
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associativity, anti-symmetry dxα ∧ dxβ = −dxβ ∧ dxα and finally dxα1 ∧ dxα2 ∧
. . . ∧ dxαk defines a (0, k) covariant tensor. From all the above, it is clear that

dxα1 ∧ dxα2 ∧ . . . ∧ dxαk =
1

k!

∑
ρ∈Sk

sign(ρ)dxαρ(1) ⊗ . . .⊗ dxαρ(k) .

Given that the dimension of Rn equals n, we have that the dimension of the

space of k-forms is given by

(
n
k

)
= n!

(n−k)!k! . For a function f : Rn → R we

define the exterior derivative

df = ∂αfdx
α

which is coordinate independent given that the expression looks the same in any
coordinate system. For a k form

A = Aµ1...µkdx
µ1 ∧ . . . ∧ dxµk

we have that
dA = ∂µAµ1...µkdx

µ ∧ dxµ1 ∧ . . . ∧ dxµk

which is coordinate independent given that second partial derivatives are sym-
metric in the indices while one takes the antisymmetric part due to the ∧-
product. Therefore, the entire expression behaves as a totally anti-symmetric
(0, k + 1) tensor. As I have promised in the section on topology, the boundary
operator of a topological space and the exterior derivative are cousins of one
and another given that

d2 = 0.

So, d allows for the same construction as we did for ∂ which results in de-Rahm
cohomology theory, to be treated in the next section.

In the remainder of this section, we shall introduce Lebesgue integration theory,
which we shall restrict later on to the differentiable context. We shall treat it
in the most general way for topological spaces X, equipped with a Hausdorff
topology τ(X). As mentioned in the section regarding the spectral decomposi-
tion theorem, the Borel-Sigma algebra B(X) defined by τ(X) is generated by
the opens A ∈ τ(X) by taking complements and infinite unions (and therefore
also intersections). Why to define such a thing in the first place? The rea-
son was invented by Banach who showed that one can decompose the standard
unit sphere in pieces and reassemble them such that one gets two unit spheres.
Obviously, if such a thing is possible, then it becomes meaningless to define
the area of the sphere and therefore one has to restrict measure theory to the
Borel sigma-algebra where such thing cannot occur. Given B(X), a measure µ
is defined by

• µ(A) ≥ 0 for all A ∈ B(X),

• µ(∪n∈N0
An) =

∑
n µ(An) if for all n 6= m holds that An ∩Am = ∅,
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• µ(∅) = 0.

We call the measure non-degenerate if and only if µ(B) > 0 for any B ∈ τ(X).
The construction of the Lebesgue integral is rather elaborate and based upon
strong convergence criteria which I have criticized in the past; nevertheless,
we shall treat it here given that it has become standard material. A function
f : X → R is called measurable if and only if f−1(C), where C ∈ B(R), belongs
to B(X); so, the inverse of a measurable set is measurable. The reader might
want to show the obvious statement that any continous function is measurable.
Lebesgue now split the function into a positive and negative part f = f+ − f−
by f+ = max{f, 0} and f− = max{−f, 0} and defined the Lebsgue integral for
positive functions alone:∫

f±(x)dµ(x) = sup
partitions (An)n∈N

∑
n

(
inf
x∈An

f±(x)

)
µ(An).

In particular, he assumed this number to exist and defined the the integral of a
real function f as∫

f(x)dµ(x) =

∫
f+(x)dµ(x)−

∫
f−(x)dµ(x).

The extension to complex valued functions is now obvious and there are roughly
speaking two important theorems regarding Lebesgue integration. The first one
is Fubini’s theorem which we shall use constantly when calculating integrals;
its formulation goes as follows. Let X,Y be two Hausdorff topological spaces
equipped with a Borel-sigma algebra B(X),B(Y ), then one can construct B(X×
Y ) from the topology on X × Y generated by open squares of the type A × B
where A ∈ τ(X) and B ∈ τ(Y ). Clearly B(X)×B(Y ) ⊂ B(X ×Y ) and one can
obviously define product measures µ× ν. Let f : X × Y → C be a measurable
function, then we have the following statement. If supy∈Y

∣∣∫
X
f(x, y)dµ(x)

∣∣ <
∞ and likewise supx∈X

∣∣∫
Y
f(x, y)dν(y)

∣∣ <∞ then the integral∣∣∣∣∫
X×Y

f(x, y)d(µ× ν)(x, y)

∣∣∣∣ <∞
and moreover∫
X×Y

f(x, y)d(µ×ν)(x, y) =

∫
X

dµ(x)

(∫
Y

f(x, y)dν(y)

)
=

∫
Y

dν(y)

(∫
X

f(x, y)dµ(x)

)
.

Note that the uniformity of the bound, by means of the supremum, is a necessary
requirement. Consider for example the space R×R+

0 and the function f(x, y) =

e−x
2y then ∫

R
e−x

2ydx =

√
π

y

and ∫
R+

0

e−x
2y =

1

x2
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both of which are not uniformly bounded. We have that∫
R+

0

dy

(∫
R
e−x

2ydx

)
=∞ =

∫
R
dx

(∫
R+

0

e−x
2ydy

)

whereas in the first expression the behaviour of
√

π
y at y = +∞ causes the

divergence, while in the latter the pole at x = 0 of 1
x2 is the cause for the

pathology.

The second theorem is called Lebesgues dominated convergence theorem and
it goes as follows: suppose one has a sequence fn of measurable functions con-
verging pointwise to a measurable function f such that |fn| ≤ g for all n and g
is integrable. Then,

lim
n→∞

∫
fndµ =

∫
fdµ

and
∣∣∫ fndµ∣∣ ≤ ∫ gdµ. The proofs of those theorems are rather boring but the

interested reader may enjoy a course on abstract measure theory. In the next
section, we shall look at differential forms as defining differentiable measures,
study a generalization of partial integration called Stokes theorem, but at this
point it is sufficient that the reader understands how integration works.

3.5 Riemannian and Lorentzian geometry.

Now we come to the most important section of this chapter and the reader
should learn to think like an analyst geometer. The geometer reasons in a
very simple language and the interested reader shall be astonished by the very
richness of the conclusions one can draw; Gromov has produced astounding
results for Riemannian geometry while this author has opened the study of
the even more difficult case of Lorentzian geometry. The analyst will study
differential geometry and look at it as an exercise in solving ordinary and partial
differential equations, an approach which we shall also embrace. I shall try to
persuade the reader of the point of view of the geometer-analyst which is rich
and full of insight and technical power. This section shall be organized as
follows: first we define differentiable manifolds with or without boundary and
we generalize the tensor and exterior calculus developed in the previous section
to that context. Next, we study Stokes theorem and construct the de-Rahm
isomorphism between the homotopy and cohomology theory constructed in the
previous sections. Then, we move on to define geometry, that is, we shall study
path-metric and pseudo path-metric spaces which are locally determined by a
(0, 2) covariant tensor defining a real scalar product. This leads to an analytic
characterization of geodesics, the definitions of the exponential map as well as
Synge’s function. Finally, we study some important theorems im Riemannian
geometry regarding the scaling behaviour of balls of radius r given lower bounds
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on the sectional curvature.

A Cn manifold M is a topological space which locally looks like Rn; more
specifically, there exists a cover Oα by means of open charts φα : Oα → Vα ⊆ Rn
where the φα are homeomorphisms onto their image and Vα is either open
or the intersection of an open neighborhood Wα of the origin with the half
space {x|xn ≥ 0}. In the latter case, Wα ∩ {x|xn = 0} captures a part of the
boundary. In case Oα ∩ Oβ 6= ∅, one has that φβ ◦ φ−1

α : φα(Oα ∩ Oβ) →
φβ(Oα ∩ Oβ) is a Cn diffeomorphism. We shall assume the manifold to be
paracompact, meaning that it can be covered by a countable number of compact
sets, and not necessarily connected albeit the latter assumption would have
certain advantages and constitutes a standard requirement in the classic work
by Hawking and Ellis. V is a vectorfield on M if and only if for any function
f :M→ R and any chart (φα,Oα) on M holds that there exists a vectorfield
Vα on Vα such that

V(f) = Vα(f ◦ φα).

Vα is called a local representation of V in the chart (φα,Oα). From this, one
defines dual fields by means of their action on vectorfields and from thereon
general tensorfields. Likewise, we generalize the definition of a k-form as well as
the exterior derivative; we now come to the definition of the push forward, pull
back and Lie derivative. A diffeomorphism ψ : M →M is a homeomorphism
such that for any chart (φα,Oα) and chart (φβ ,Oβ) such that ψ(Oα) ∩Oβ 6= ∅
holds that

φβ ◦ ψ ◦ φ−1
α : Vα → φβ ◦ ψ(Oα) ⊆ Vβ

is a Cn differentiable mapping and likewise for the inverse ψ−1. This is just
an agreement we make, that the degree of differentiability of diffeomorphisms
is the same as the one of the “chart transformations”. Given a diffeomorphism
ψ : M → M and a function f : M → R we define the push forward of f by
means of ψ as (ψ?f)(x) = f(ψ−1(x)). The pull back is defined as the push
forward by means of ψ−1 and is denoted by ψ?f . The reader should generalize
the above to injective, differentiable mappings ψ :M→N . Given a vectorfield
V on M, the push forward ψ?V is defined by means of ψ?V(ψ?f)(ψ(x)) =
V(f)(x) and likewise so for the pull back. In the same way as before, we can,
by duality, define the push forward and pull back of one forms as well as general
tensorfields. In a coordinate representation, this reads:

(ψ?V)α(ψ(x)) =
∂yα(ψ(x))

∂xβ
V β(x)

and the obvious replacement for one forms and tensor fields. We now intend
to measure the “difference” of φ?V with V; since the latter has to behave in a
coordinate covariant way, only infinitesimal differences are allowed for. Here, it
is useful to introduce a one parameter family of diffeomorphisms ψt such that
ψt+s = ψt ◦ψs for t, s sufficiently small and ψ0 = id the identity transformation.
Hence, we define the differential

dψ?sf

ds
|s=0(x) = V(f)
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where V α(x) = dxα(ψ−s(x))
ds |s=0

. This vectorfield determines completely the

diffeomorphsims ψs by means of

dyα(ψs(x))

ds
= −V α(ψs(x)).

So, we have found a correspondence between a one parameter family of dif-
feomorphisms and vectorfields; this allows us to define the Lie-derivative of a
general tensor

LV(T )(x) = lim
s→0

ψ?sT (x)− T (x)

s

and we now calculate the Lie-derivative of a function and a vector field. By
definition, one has that LV(f)(x) = d

ds |s=0ψ
?
sf(x) = V(f)(x) and likewise

(LVW)(f)(x) =
d

ds
|s=0(ψ?sW)(f)(x) =

d

ds
|s=0W(ψ?−sf)(ψ−s(x)) =

−WV(f)(x) + VW(f) = [V,W] (f)(x).

In order to further understand some crucial properties of integrals, one imme-
diately notices that

d(ψ?Ω) = ψ?(dΩ)

for any k-form Ω, and therefore

LVd = dLV.

This can also be shown by means of

LV = diV + iVd

on the space of k-forms, where iV is the contraction with the vector V defined
as

iVΩµ1...µkdx
µ1 ∧ . . . ∧ dxµk = V µ1Ωµ1...µkdx

µ2 ∧ . . . ∧ dxµk .

Measure theoretically, one has that by definition (ψ?µ)(ψ(A)) := µ(A) for any
measure µ and measurable set A; therefore∫

B
fdµ =

∫
ψ(B)

(ψ?f)(ψ?dµ).

Now, we come to the full power of our approach which is that an n form Ω =
Ωµ1...µndx

µ1 ∧ . . . ∧ dxµn defines a measure µ by regarding every open set A
as a limit from the outside and inside by means of a cover of “small” cubes
determined by constant vectors v1, . . . , vn and recognizing that (dxµ1 ∧ . . . ∧
dxµn)(v1, . . . , vn) equals det(vµj ). The latter constitutes indeed the Euclidean
volume of the “small” hypercube as measured in that coordinate system so that
the total volume equals Ωµ1...µndet(vµj ) which is clearly coordinate independent.
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Therefore, both our definitions of ψ?µ and ψ?Ω coincide and we write in general
integrals by means of ∫

M
fΩ.

Now, we come to the multidimensional generalization of partial integration, a
theorem which is most easily proven by choosing special coordinate systems
adapted to the boundary and recognizing that all our definitions above have
been coordinate independent. The result reads∫

M
dΩ =

∫
∂M

Ω

for any n− 1 form Ω. Diametrically opposite to homology theory, we are inter-
ested in the R module Ck of k-closed forms Ωk satisfying dΩ = 0, and which are
equivalent up to an exact k form dΩk−1; the difference with standard homology
theory being that d increases dimension whereas ∂ decreases it. This suggests
a duality which is that H?

k = Ck; indeed, consider the action of an element
Ωk ∈ Ck on a closed surface Sk ∈ Hk defined by

Ω̂k(Sk) =

∫
Sk

Ωk

then we show the action is well defined. In case Sk is equivalent to S′k being the
boundary of Tk+1 we have that

Ω̂k(Sk)− Ω̂k(S′k) =

∫
Tk+1

dΩk = 0

where we have used Stokes theorem as well as the closedness of Ωk. Also,

̂Ωk + dΩk−1(Sk) = Ω̂k(Sk) +

∫
∂Sk

Ωk−1 = Ω̂k(Sk)

where we used Stokes theorem and the closedness of Sk. We first show that the
mapping is injective; clearly, a nontrivial closed Ωk ∈ Ck demands the existence
of a nontrivial Sk such that Ω̂k(Sk) 6= 0. If not, then the integral over any k-
surface Rk with boundary is completely determined by the boundary meaning
that ∫

R′k

Ωk =

∫
Rk

Ωk

in case ∂Rk = ∂R′k. Moreover, the dependency on the boundary is additive
and local as easily follows from the additive and local character of the integral.
Therefore, there exists a k − 1 form Ωk−1 such that dΩk−1 = Ωk. One shows,
moreover, surjectivity meaning that for any nontrivial Sk ∈ Hk there exists a
closed, but not exact, Ωk such that Ω̂k(Sk) = 1; the obvious thing to do is to
take any differential form Ωk defined on Sk having this property and show that
the equation dΩk = 0 has at least one solution (in general, there is an infinite

89



number of them). This constitutes an easy exercise in imposing periodicity
condtions on k-dimensional surfaces so that one obtains a globally well defined
solution. So, the Betti numbers can likewise be calculated from cohomology
instead of the simplicial homotopy.

Until so far, we have said nothing about geometry and concentrated merely on
calculus on manifolds; now, it is time to unwaken the geometer and use these
tools to manipulate geometrical concepts such as geodesics: they constitute
the true way to think about geometry and associated physical processes. In
a previous section, we introduced a real scalar product as being more delicate
than a norm which in its turn gave rise to a metric d. We shall now further
generalize the geometry by letting the scalar product depend upon the point
x ∈ M where the latter is a differentiable manifold. So, we are interested in
(0, 2) covariant tensors hαβ and gαβ which produce local “orthonormal” bases
va and ea such that

hαβv
α
a v

β
b = δab

and
gαβe

α
ae
β
b = ηab

where ηab is the so called Minkowski metric defined by

η11 = 1, ηij = −δij ; i, j = 2 . . . n

and all other components vanish. Often, for n = 4, ea is called a tetrad or
vierbein; metrics like δab are called Riemannian and constitute a generalization
of finite dimensional real Hilbert spaces whereas ηab are Lorentzian given that
they define non-compact null sets

ηabv
avb = 0.

Our first task consists in showing that these two geometries constitute specifi-
cations of the usual and Lorentz path-metric theories. In those cases, we had
that the length of the shortest curve or longest causal curve was equal to the
metric or pseudo-metric distance respectively. Before we can obtain this result,
we have to say something about the local causal structure determined by ηab. A
vector va is called (a) causal if and only ηabv

avb ≥ 0 (b) null or lightlike if and
only if ηabv

avb = 0 and (c) spacelike if ηabv
avb < 0. Moreover, a causal vector

is future pointing with respect to ea if and only if v0 > 0. In what follows, we
shall assume that there exists a globally well defined tetrad which excludes cer-
tain topologies of the Mobius strip type. Technically, this assumption is known
under the name that the geometry (M, g) is time-orientable and orientable.

Given a differentiable curve γ : [a, b] → M, we say that it is future pointing
and causal if and only if the tangent vector at any point is so. The length of a
causal curve is given by

L(γ) =

∫ b

a

√
g(γ̇(s), γ̇(s))ds
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and likewise so for the length of any curve in a Riemannian geometry. We
define J+(x) as the set of points y which can be joined to x by means of a
future pointing causal curve starting at x. Similarly, J−(x) is defined as the
set of all y which can be joined to x by means of a future pointing causal curve
starting at y. We now look for extremal causal curves between two points x and
y which are kept fixed. Therefore, we have to take a kind of “differential” with
respect to the curve and put the latter equal to zero; the result reads

0 = δL(γ) =

∫ b

a

1

2
√
g(γ̇(s), γ̇(s))

(2gµνδγ̇
µ(s)γ̇ν(s) + ∂αgµν γ̇

µ(s)γ̇ν(s)δγα(s))

and the reader should further rewrite this equation, by using that δγ̇µ(s) =
˙(δγµ(s)), until it reduces to the form∫ b

a

F (γ(s), γ̇(s), γ̈(s))µδγ
µ(s)ds.

Noticing then that this expression must vanish for all δγµ(s) leads to the equa-
tions

γ̈µ(s) + Γµναγ̇
α(s)γ̇ν(s) = 0

where Γµνα = 1
2g
µκ (∂νgκα + ∂αgνκ − ∂κgνα) is the so-called Christoffel symbol.

The parametrization s is called an affine parametrization given that the above
remains invariant under reparametrizations of the type s→ bs+ a. Given that
the integral is invariant under reparametrizations and coordinate transforma-
tions, this equation should transform as a vector under coordinate transforma-
tions and the reader may verify the result of changing the parametrization. We
now compactify somewhat the notation of this equation by means of

γ̇ν∇ν γ̇µ = 0

where
∇νV µ = ∂νV

µ + ΓµνκV
κ

for any vector V µ. The reader must check here that γ̇µ(s)∂µ = d
ds and that

∇µV ν transforms as a (1, 1) tensor; also, V ν∇νWµ −W ν∇νV µ − [V,W ]
µ

= 0
for all vectors V,W. The former property means that the derivative has a
geometric significance while the latter says it is torsion free which is equivalent
to

Γµνκ = Γµκν .

The equation γ̇ν∇ν γ̇µ = 0 is called the geodesic equation and the associated
curves are geodesics. We now extend the definition of the covariant derivative
as follows

∇µf = ∂µf

or in a coordinate free notation,

∇f = df,∇V = ∇µV νdxµ ⊗ ∂ν .
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Denoting by
∇V = V µ∇µ

we now extend the definition by

∇W(ω(V)) = (∇Wω)(V) + ω(∇WV)

∇W(S ⊗ T ) = (∇WS)⊗ T + S ⊗ (∇WT )

where ω is a one form and S, T constitute general tensors. From the specific form
of the Christoffel connection, the reader notices that ∇g = 0 which means that
the metric is covariantly constant. It is quite obvious that geodesics maximize
the Lorentzian distance in case they are causal and minimize it in case of a
Riemannian metric.

We shall study now a couple of tensors one can construct from the covariant
derivative which are of primary importance in geometrical analysis and the
theory of relativity. The first one constitutes a (1, 2) tensor field

T(V,W) = ∇VW−∇WV− [V,W]

and the reader verifies indeed that T(V,W) = −T(W,V) and

T(fV + Z,W) = fT(V,W) + T(Z,W).

In case of our metric connection, the torsion tensor vanishes and the reader is
invited to study connections with torsion. The second tensor constitutes a (1, 3)
tensorfield denoted by

R(V,W)Z = ∇V∇WZ−∇W∇VZ−∇[V,W]Z

which is again antisymmetric in V,W. In components, this reads R β
µνα and

we can raise and lower indices with gαβ and gαβ respectively. From the general
Jacobi identity [X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0 for operators, we obtain
that

R β
[µνα] = 0,∇[αR

δ
βγ]κ = 0

where the square brackets stand for total anti-symmetrization. These identi-
ties are called the first and second Bianchi identity respectively; in case of our
torsionless metric connection, the reader should verify that

R κ
µνα gκβ = Rµναβ = Rαβµν

by working directly in the component form. This tensor field is known as the
Riemann curvature tensor and is of ultimate importance in gravitational physics.
Its first contraction

Rµν = R α
µαν

is a symmetric tensor called the Ricci tensor and its second contraction

R = Rµνg
µν
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is the Ricci scalar. The metric tensor determines a unique volume element which
is given by

dV (x) =
√

det(gµν)dx1 ∧ dx2 ∧ . . . ∧ dxn

and the reader should verify that this expression is coordinate independent
indeed. This gives rise to the so-called Einstein-Hilbert action∫

dV (x)R(x)

whose variation towards the metric reproduces the Einstein equations.

We now come to a more in depth study of geodesics: the reader may verify that
for a geodesic, the length of a unit vector remains the same meaning

d

ds
g(γ̇(s), γ̇(s)) = 0.

Hence, we choose a parametrization such that the latter equals one for timelike
geodesics, zero for null geodesics and minus one for spacelike geodesics. Denote
by T ?Mx the linear space of all vectors at x, then we can define a mapping

expx : TMx →M : v → expx(v)

where expx(v) equals the endpoint of the geodesic of affine parameter length
one such that the tangent vector at x is given by v. Obviously,

D expx(0)(w) = w

where w ∈ TT ?M(x,0) ∼ T ?Mx which is nothing but the expression of the fact
that the geometry is locally Minkowskian. Denoting by T ?M = ∪x∈MT ?Mx,
we can define a topology which equals the product topology O×V where O ⊆M
and V ⊆ Rn. The exponential map is then a local diffeomorphism meaning that
there exists an open neighborhood V of 0 in T ?Mx such that

expx : V → expx(V)

is a local diffeomorphism. Given two points x and y there can exist multiple
geodesics joining these two points due to a nontrivial topology or the existence
of focal points; in that regard do we derive the geodesic deviation equation as
follows. Given a one parameter family of geodesic congruences γ(s, t) where

s : a . . . b and t ∈ (−ε, ε), we define V =
(
∂
∂s

)?
and Z =

(
∂
∂t

)?
then

[V,Z] = 0

and therefore
∇V∇VZ = ∇V∇ZV = R(V,Z)V

where we have used in the first equality the torsionless character of the con-
nection, whereas in the second equality the geodesic equation ∇VV = 0 was of
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importance. This is a kind of Newtonian harmonic oscillator with friction where
the friction and spring constants arise from the connection symbols, and first
derivatives thereof. Negative friction causes expansion whereas positive friction
causes contraction. Along a geodesic, or actually any curve, one can define the
notion of parallel transport, respectively Fermi-Walker transport, of a tensor by
means of

∇VT = 0

where V is the tangent vector to the geodesic. It is easy to check that parallel
transport preserves scalars and in particular

g(Z,W)

for any Z,W. Therefore, parallel transport defines a Lorentz transformation
Λ(x,w)a

′

b where w ∈ T ?Mx and b a Lorentz index with respect to eb(x) and

a′ a Lorentz index with respect to ea
′
(expx(w)). A Lorentz transformation is a

symmetry of the Minkowski metric, meaning that

Λ(x,w)a
′

b Λ(x,w)c
′

d ηa′c′ = ηbd.

The reader should verify that those transformations form a continuous group

of dimension n(n−1)
2 and that it has 4 disconnected components in case n = 4

determined by the transformations 1, T, S, ST where T stands for time reversal
and S for space reversal.

We now come to the construction of Synge’s function, a long forgotten mathe-
matical gadget generalizing the quadratic form on Minkowski

σ(x, y) =
1

2
(y − x)µ(y − x)νηµν

where x, y represent points in R4. Therefore, it is appropriate to define σ(x, y)
from the action principle

I(x, y) =
1

2
(t1 − t0)

∫ t1

t0

gµν
dxµ(s)

ds

dxν(s)

ds
ds

where xµ(s) is a curve connecting x with y. This expression is invariant under
affine reparametrizations s→ as+ b of the curve and therefore, one can assume
any variation δxµ(s) to be as such that the endvalues t0, t1 remain fixed. Hence,

δI(x, y) = (t1 − t0)

∫ t1

t0

gµν

(
D

ds

dxµ(s)

ds

)
δxν(s)ds

where
D

ds
= ∇ d

ds

and δxµ(t0) = δxµ(t1) = 0. Demanding this to vanish is equivalent to

D

ds

dxµ(s)

ds
= 0
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which is the geodesic equation and therefore one defines

σ(x, y, w) =
1

2
g(w,w) =

1

2
εL2(x, y, w)

where w ∈ T ?M, L(x, y, w) equals the length of the geodesic emanaing from x
with tangent vector w and endpoint expx(w) = y and finally, ε = 1 for timelike
geodesics and −1 for spacelike ones. Assuming that w varies continuously when
x and y do, w merely serves here as an indicator of the fact that different
geodesics between x and y may exist, the reader may verify that

σ(x, y, w),µ := ∂xµσ(x, y, w) = −wµ = gµνw
ν , σ(x, y, w),µ′ := ∂yµ′σ(x, y, w) = −gµ′κ′Λκ

′

ν (x,w)wν .

Hence it follows that

2gµνσ(x, y, w),µσ(x, y, w),ν = σ(x, y, w)

and likewise for the primed derivatives. Synge’s function has some other prop-
erties and I shall make use of those in the crucial chapters of this book.

Now, we shall gradually turn our head towards Riemannian geometry: whereas
the presentation of the above concerned Lorentzian metrics, everything safely
projects down to the Riemannian case. The results below however only apply
to Riemannian metrics; given two vectors v, w, the surface of the parallelepid
spanned by v, w is given by g(v, v)g(w,w)− (g(v, w))2 and the sectional curva-
ture s(v, w) is defined as

s(v, w) =
g(R(v, w)v, w)

g(v, v)g(w,w)− (g(v, w))2
.

A metric is said to be of constant sectional curvature if and only if

Rµναβ =
R

n(n− 1)
(gµαgνβ − gµβgνα).

Hence, the Ricci tensor takes the form

Rµν =
R

n
gµν

meaning that every space of constant sectional curvature is an Einstein space.
The question we ask ourselves now is wether certain properties of spaces with
bounded sectional curvature from below cannot bounded from above by model
spaces of constant sectional curvature. The model spaces I am talking about are
the so-called maximally symmetric spaces where a symmetry is represented by
a diffeomotphism ψ :M→M such that ψ?g = g. In case of a one parameter
family ψt of diffeomorphisms, this leads to

LVg = 0
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where V has been defined as before. The reader may verify that this equation
may be rewritten as

∇(αVβ) = 0

where Vβ = gβαV
α and the brackets stand for symmetrization; that is

Z(α1...αn) =
1

n!

∑
σ∈Sn

Zασ(1)...ασ(n)
.

This equation is known as Killing’s equation and it is easily seen that there are
n(n+1)

2 of them leaving for at most n(n−1)
2 +n free parameters where the n origi-

nates from the number of free parameters available in a point; therefore, a space

with n(n+1)
2 linearly independent Killing fields is called maximally symmetric.

From the Killing equation and the definition of the Riemann tensor, it follows
that

∇α∇βV α = R α
αβγ V γ .

More generally, from

∇α∇βVγ −∇β∇αVγ = −R κ
αβγ Vκ

it follows that
∇α∇βVγ +∇β∇γVα = −R κ

αβγ Vκ

and using the symmetries of the Riemann tensor, one derives that

∇α∇βVγ = R κ
βγαVκ.

We now study the prototype Riemannian maximally symmetric spaces having
zero, positive and negative constant sectional curvature respectively. They are
called flat, spherical and hyperbolic geometries respectively. Let us start with
flat space which is defined by (Rn, δαβ) where the knonecker δαβ refers to the

canonical coordinate system. The reader may enjoy findimg out that the n(n+1)
2 -

dimensional symmetry group is given by

SO(n)× Rn

where SO(n) is the n dimensional rotation group determined by operators Oµν
such that

OαµO
β
ν δαβ = δµν

and Rn is the n-dimensional translation group. The action on Rn is given by

((O, a)x)α = Oαβx
β + aα

and from this the reader can find out the group multiplication rules. SO(n) is
generated by the anti-Hermitian operators A, meaning A† = −A, with respect to

the given scalar product and is therefore n(n−1)
2 dimensional. Between any two
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points x and y, there exists precisely one geodesic which is the usual straight-
line segment connecting them. The canonical volume neasure is given by dx1 ∧
. . . ∧ dxn which can be rewritten as

rn−1dr ∧ ΩSn−1

where r =
√∑n

i=1(xi)2 and ΩSn−1 is the canonical volume measure on the unit
n− 1 dimensional sphere which is closed but not exact. This fact can be easily
deduced from the property that ∂r is perpendicular to Sn−1(r) and the scaling
formula d(rx, ry) = rd(x, y) for any r > 0. Therefore, balls of radius r around
a point x have volume equal to

rn

n
Vol(Sn−1).

Another important property which can be proven is that the sum of angles in
a geodesic triangle always equals π; these two characteristics, the scaling of
balls in terms of their radius as well as the property of triangles are the most
important indicators for the “kind” of geometry one is dealing with. As an
exercise, the reader should find appropriate coordinates on S1 and S2 and write
out the respective induced measures. The reader immediately finds out that the
Riemann tensor vanishes so that we have a space of constant sectional curvature
zero.

We now come to the second model space which is that of an n dimensional
sphere of radius r in (Rn+1, δαβ); the symmetry group here is SO(n+ 1) which
has the correct dimension. The distance between two points x, y is given by
the shortest angle measured on the circle lying in the plane determined by the
origin and x, y which is given by

cos(θ) =
xαyα
r2

.

where x, y are n + 1-dimensional vectors. It is a lot easier to determine the
metric on the sphere by means of finding a n-bein for the tangent space of the
sphere, the latter which we divide in two parts, one corresponding to xn+1 ≥ 0
and another to xn+1 ≤ 0. In both parts do we have that the normal vector is
given by x

r and therefore, on the part xn+1 > 0 an orthonormal basis is given
by

Ei = (−xn+1wi, wi.~x)

where x = (~x, xn+1), wi ∈ Rn and

wi.wj = − (wi.~x)(wj .~x)

(xn+1)2
.

To understand the geometry however, not a single computation needs to be
made; from the symmetry properties of the space, one understands that it is
completely determined by the length parameter r; in particular, this implies
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that the sphere has constant sectional curvature with a constant determined
by a

r2 on dimensional grounds. A small computation in two dimensions reveals
that a = 1 and the reader is invited to verify that∫

S2

R
√
h = 2πχ(S2) = 4π

a result which can be shown to be true for any Riemannian metric on the
two sphere. The reader is invited to prove this result as a nontrivial exercise,
called the Gauss-Bonnet theorem. It is fairly easy to see that geodesics in
this maximally symmetric space have a negative expansion meaning that they
reconverge to a single point and this reconvergence happens proportionally to
the Riemann tensor; therefore, the volume of any ball with radius r in Sn(r1)
where r1 < r2 is less than the volume of a ball with the same radius in Sn(r2)
and in Euclidean space. Also, this implies that the sum of angles between
geodesic sides of a triangle sum up to a value larger than π.

Finally, we come to the third model which is that of hyperbolic space Hn(r),
r > 0, which can be retrieved from n+ 1-dimensional Minkowski as the space

Hn(r) = {x|xαxβηαβ = r}.

This space is maximally symmetric with as symmetry group SO(1, n) which
are nothing but the n + 1-dimensional Lorentz transfotmations; the space has
again constant sectional curvature which can be computed to be − 1

r2 in n = 2
and therefore geodesics have positive expansion proportional to the Riemann
tensor meaning that if r1 < r2 then the volume of a ball of radius r in Hn(r1)
is larger than the volume of that same ball in Hn(r2) and certainly larger than
the Euclidean volume. The same argument shows that the sum over angles in
a geodesic triangle is less than π. It can be shown that in such model spaces,
the volume of a ball blows up as

rne(n−1) rr1

and the reader is invited to find the correct formula. Likewise, in Sn(r1) the
volume goes as

rn
(

cos

(
r

r1

))n−1

as the reader must verify.

As a last topic on geometry, we present a theorem wich is intuitively obvious
but requires some fine details to complete and we shall not treat those here. The
statement is: if (M, h) is a n-dimensional Riemannian manifold with sectional
curvature larger or equal to R ∈ R then the volume of a ball of radius r is less

or equal to the volume of that same ball in Hn
(

1√
R

)
or Sn

(
1√
R

)
depending on

wether R < 0 or R > 0 respectively. Of course, there is a lot more to say about
geometry but the insights above should suffice for the reader to understand the
main content of this book.
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3.6 Complex analysis.

The magic of the number i comes really to full fruitition when doing analysis
in complex variables z = x + iy. One can see z as a composite of two real
variables x, y which suggests one to work with z, z. Likewise can one define the
differentials

∂

∂z
=

1

2
(∂x − i∂y) ,

∂

∂z
=

1

2
(∂x + i∂y)

having the proporties
∂

∂z
z = 1,

∂

∂z
z = 0

and vice-versa. Hence, a function in the complex variable z, f(z) can be seen
as a function in two real variables satisfying

∂

∂z
f(z) = 0.

A complex valued function in one complex variable can be understood as a real
one form on R2 by means of the formula

f(z) = Ref(z) + iImf(z)

where it is understood that the mapping happens in a fixed coordinate system.
The transformation properties of f(z) under z → z(z′) do not correspond to
the correct transformation rules of the associated one form and therefore the
mapping from complex valued functions in one complex variable to one forms on
R2 is not canonical. This can be understood by means of the example f(z) = z
and z = z′2; hence f(z′2) = (x′2 − y′2) + 2ix′y′ where ∂x

∂x′ = 2x′, ∂y
∂x′ = −2y′,

∂y
∂x′ = 2y′ and ∂y

∂y′ = 2x′. Therefore,

Ref ′(z′) 6= ∂x

∂x′
Ref(z′2)± ∂y

∂x′
Imf(z′2)

where f ′(z′) = f(z′2). Nevertheless, denoting by F(z) = Ref(z)dx− Imf(z)dy,
the condition

∂

∂z
f(z) = 0

is equivalent to
dF(z) = 0, ∂αFα = 0

meaning that the one form is closed and has zero divergence. Denoting by
dz = dx+ idy, we have that

f(z)dz = F(z) + i(Fxdy − Fydx).

The imaginary part is closed by means of d(Fxdy−Fydx) = (∂αFα) dx∧dy = 0.
By the de-Rahm theorem, we have that on a simply connected domainO, defined
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by H0(O) = Z and H1(O) = {0}, every closed one form Ω is exact, meaning
Ω = dA(z) and therefore, by Stokes theorem∫

γ

f(z)dz = 0, 0 =

∫
S

dF(z) + i d(Fxdy − Fydx) =

∫
∂S

f(z)dz

where in the first formula, γ is a closed curve in O and in the second S is any
surface in R2, not necessarily contained within O. Therefore, the integral of
f over any closed curve just depends upon the homotopy class of that curve
within the domain where f is analytic, meaning

∂

∂z
f(z) = 0.

Moreover, if f(z) is analytic, then ∂
∂z f(z) exists and we show now that it is

again analytic. Clearly, we only have to prove that the second derivatives exist
and are continuous; in that case

∂

∂z

∂

∂z
f(z) =

∂

∂z

∂

∂z
f(z) = 0.

To show that, we first prove that

lim
|z−a|→0

f(z)− f(a)

z − a
=

∂

∂a
f(a)

which is shown by

f(z)− f(a)

z − a
=

(f(z)− f(a))(z − a)

|z − a|2
=

(Ref(z)− Ref(a))(x− b) + (Imf(z)− Imf(a))(y − b)
|z − a|2

−i(Ref(z)− Ref(a))(y − b) + i(Imf(z)− Imf(a))(x− b)
|z − a|2

∼ ∂

∂a
f(a)

|z − a|2

|z − a|2

where in the last step we have used ∂
∂z f(z) which is what we needed to show.

From this and our previously obtained results, it is easy to show that∫
S1(a,ε)

f(z)

z − a
dz = 2πif(a)

where S1(a, ε) is the circle of radius ε around a. Therefore, f(a) can be differ-
entiated an infinite amount of times with regard to a and all its derivatives are
analytic. It is easy to see that this result can be generalized to∫

γ

f(z)

z − a
dz = 2πnif(a)
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where γ is a curve in a sufficiently small neighborhood of a winding n times
around a.

One of the most important properties of analytic functions is that it can be
written in a so called power series expansion; that is

f(z) =

∞∑
n=0

an(z − a)n

where the right hand side is finite for |z − a| < ε. The proof is pretty easy and
based upon our previously obtained formula∫

S1(a,ε)

f(z)

z − a
dz = 2πif(a).

Differentiating this n-times with respect to a yields

n!

∫
S1(a,ε)

f(z)

(z − a)n+1
dz = 2πi

(
∂

∂a

)n
f(a)

from which it follows that∣∣∣∣( ∂

∂a

)n
f(a)

∣∣∣∣ ≤ n!

εn
max

z∈S1(a,ε)
|f(z)| .

Let us now first mention Taylor’s result; that is, for any analytic function, the
following holds

f(b) =

∞∑
n=0

1

n!

(
∂

∂a

)k
f(a)(b− a)n.

The proof follows immediately from

f(b)−f(a) = (b−a)
1

2πi

∫
S1(a,ε)

f(z)

(z − b)(z − a)
= (b−a)

1

2πi

∫
S1(a,ε)

f(z)

(z − a− (b− a))(z − a)

= (b− a)
1

2πi

∫
S1(a,ε)

f(z)

(z − a)2

∞∑
n=0

(
b− a
z − a

)n
=

∞∑
n=0

(b− a)n+1
(
∂
∂a

)n+1
f(a)

(n+ 1)!
.

Here, we have used that

1

1− z
=

∞∑
n=0

zn

for |z| < 1 as the reader may verify. Convergence then follows from the fact
that ∣∣∣∣∣ (b− a)n

(
∂
∂a

)n
f(a)

n!

∣∣∣∣∣ ≤M
(
|b− a|
ε

)n
so that the series converges for

|b− a| < ε.

101



A complex valued function f(z) is called meromorphic if and only if it is analytic
except at a countable number of isolated points ai such that f(z)(z − ai)ni is
analytic with limz→ai f(z)(z−ai)ni 6= 0. From the forgoing, it follows then that∫

γj

f(z)(z − aj)nj−1dz = 2πi lim
z→aj

f(z)(z − aj)nj

where γj is a closed curve winding around aj n times. In case, nj = 1 we call
aj a pole and res(aj) := limz→aj f(z)(z − aj)nj the residue; the above formula
then reads ∫

∂S

f(z)dz = 2πi
∑

all poles aj∈S

mjres(aj)

where mj is the winding number of γ around aj . This formula is of extreme
importance to calculate integrals of meromorpohic functions and shall be used a
couple of times in the text. Obviously, more results regarding complex analysis
exist but those are the most important ones finishing this section.

3.7 (Relative) probability theory.

The real physical world might consist out of an infinite number of degrees of
freedom which makes it impossible to construct a Lebesgue measure. Never-
theless, nature has no problems in behaving in a local or relative probabilistic
fashion as we see every day in the laboratory. In order to understand the issue
with the standard theory, consider a pot filled with an infinite number of point-
like balls and ask someone to take a ball out of it; then the probability for a
ball to be taken out is exactly zero. Nevertheless some ball is taken and we can
make meaningful statements about the relative frequency between two balls to
be chosen; the latter should be one after an infinite number of trials. Indeed,
in the real physical world, it might be meaningless to ask the question concern-
ing the probability that something happens but it could be more opportune to
answer in a way revealing how many times more or less something occurs than
something else. After all, this is the real basis of probability theory given that
the latter says nothing about the number of events occuring. In quantum me-
chanics, this implies that the wave function should not be normalized, it might
even have an infinite norm and still a consistent interpretation would exist. So,
we are questioning the fact here if it is meaningful to define a probability func-
tion on a measure space to start with, better would be to specify a relational
quantity behaving in an appropriate way.

As a matter of philosophy, we all like to believe that what is happening to us
is in a sense unavoidable, close to the border of being deterministic; I believe
this attitude to be wrong. In my experience, sample space is that large that
everything which is happening is almost a pure coincidence by itself; the con-
spiracy being hidden in the relative amplitudes. Often, we tend to forget this
as for example a medical doctor proclaims that you have only 3 months to live,
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he actually means given that the sun will rise 90 times you won’t live for the
91 rise. The first condition is so obviously satisfied that we can take it for an
absolute statement unless the sun explodes of course during these 90 days. Let
(M,Σ) denote a sigma-algebra on some set M, then consider

λ : D ⊂ (M×M,Σ× Σ)→ R+ ∪ {∞}

where by definition 0.∞ = a where a is any number in R+ ∪{∞} and b.∞ =∞
for every b > 0 so that the multiplication is still associative and commutative
and we define the “inverse” of 0 to be ∞. Then, the inverse still satisfies the
property that (x−1)−1 = x and (xy)−1 = y−1x−1; however, we have not exactly
a group structure but everything we say applies for any field. A symmetric2

subset D ⊂ (M×M,Σ×Σ) is a symmetric subset of the sigma-algebra Σ×Σ
on the same underlying spaceM×M. λ defines a relative probability function
if and only if

λ(A,B) = λ(B,A)−1

λ(tnAn, B) =
∑
n

λ(An, B)

λ(A,B) ≡ λ(A,C)λ(C,B)

where in the last sentence the equivalence means that some value of the right
hand side must equal the left hand side. The union t is the disjoint union mean-
ing that the intersections An ∩ Am are empty. The implication of this point of
view is nontrivial; as is well known, it is impossible to define a Lebesgue integral
on (R∞,B) where B is the Borel sigma-algebra, but it is very well possible to
define a relative Lebesgue measure and therefore integral by considering those
Borel sets A which have a finite relative volume with respect to B. Here, the
relative measure can be defined in a weak and strong sense; the former is given
with respect to an increasing sequence of subspaces Γn = Rn with Γn ⊂ Γn+1

and the inductive limit of Γn is R∞ by means of

λ(A,B) = lim
n→∞

µn(Γn ∩A)

µn(Γn ∩B)

where the limit is supposed to exist. The strong definition requires the above
limit to exist and to be independent of any sequence chosen. Such strong relative
measures are translation invariant and in the weak case, the relative measure is
invariant with respect to any finite dimensional Euclidean group associated to
the Γn. To define the relative integral is easy; denote by B(A) the set of all C
such that (C,A) ∈ D, then B(A) is not necessarily a Borel-Sigma algebra but it
has all its salient features since it is a subset of Σ and the relative measure just
reduces to an ordinary one. This suggests one to simply take over the definition
of the standard Lebesgue integral with respect to B(A) to the infinite dimen-
sional case. This calls for a point of attention though which is that decimating

2Symmetric means symmetric with respect to the (x, y) interchange in M×M.
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an infinite dimensional cube in every direction produces an ℵ1 number of cubes.
Clearly, this is not what we are doing and also the domain of integration is
relative to A so that only a subcover with an ℵ0 number of elements with finite
relative volume are used. Hence, it appears that every theorem for Lebesgue
theory generalizes in a way to relative measures; this work can henceforth also
serve as a basis to rigorously define relative path integrals and it might be that
one can detach oneself from limiting procedures.

The content of this chapter should enable the reader to follow the arguments
in the main body of this book and understand those issues necessary to fill in
the remaining gaps in his or her knowledge of the mathematical language. One
topic I have not touched upon and which I shall use troughout this text is the
theory of distributions and in particular the δ-Dirac function. I have omitted
this topic because I feel the reader may easily learn about this from Wikipedia
or other resources available on the internet or any good book for that matter.
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Chapter 4

The need for general
covariance.

Historically, quantum mechanics was born around the same time as was general
relativity and most physicists at that time had only very elementary notions
about geometry. Therefore, it does not come as a surprise that both theories
have been formulated in an incompatible language meaning it is quantum theory
which falls short here. By this, I certainly do not intend to say that the ideas
of Heisenberg and Bohr regarding the nature of reality were incorrect as the
reader should have noticed by reading the introduction as well as chapter two.
On the contrary, I believe and will partially show in the subsequent chapters
that their views need to be extended to situations of a more general nature;
this was also the very message I intended to convey in chapter two regarding
my ideas concerning measurement and the according change in definition of the
kinematical structure of the theory. What I disagree with, however, is that
the definition of a particle cannot be made in an objective way and I deem
this attitude to stem from a wrong formulation of the theory. More precisely,
it is the lack of general covariance of the theory or, in other words, the non-
geometrical formulation theirof which is responsible for this bullshit. On the
other hand, I perfectly agree that observations are observer dependent and that
there exists no general notion of objective truth in the sense that everyone reads
the objective wavefunction in a slightly different way. As I have speculated in
chapter two, this process will require drastic changes to all known formulations
of physics and the current formulation of quantum mechanics is inadequate to
adress these issues in a proper way. So, I am a real Copenhager and I hope to
have explained in a proper way in the introduction why this philosophy is very
clever and not defaitist as one might think at first; it is however not as complete
as I would wish and I hope to have contributed in chapter two some valuable
ideas towards its extension.

Therefore, by an objective quantum theory, I mean objective particle notions
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and nothing else. To some people I know, it is obvious that quantum mechanics,
as formulated between 1920 − 1950 is a theory intended to work only in flat
spacetime. Others have more difficulty with this and it is for them that I have
written this chapter. For me, this issue was clear since I started to work on my
PhD eighteen years ago since that was the very first time I encountered general
relativity and I have always maintained the point of view that we were not ready
yet to formulate the proper dynamical laws without changing the formulation
of quantum mechanics. We shall adress the issue of covariance from as many
angles as possible so that even the most sceptic reader will have to rest in defeat.
So, I am of the opinion that Einstein’s problems with quantum mechanics were
two-fold: on one side, it was a problem of language as the very formulation
theirof was limited to the flat geometry of Newton or Minkowski and that must
have been the reason why Einstein was seduced by first quantized covariant
equations such as the Klein-Gordon equation. On the other hand, there was
also something wrong with Einstein’s view on spacetime, which is grounded in
a philosophy of eternalism and not one of processes; we have sharply condemned
this view in chapter two. When going over to the process view, the collapse of
the wavefunction is a rather natural axiom and certainly not in conflict with
relativity whatsoever.

4.1 On some foundational issues of the old quan-
tum theory.

In this section, we start with a rather personal account on the foundations of
quantum mechanics which is written in a way inspired by the comments in
the previous chapter; I do not claim that all details have been sufficiently cov-
ered, but there are for sure more “foundational comments” in here than in all
textbooks I have encountered so far. Dirac was the first person to reconsile
Heisenberg’s and Schrodinger’s quantum theory from the point of view of the
Poisson bracket {f, g} evaluated on functions f, g of the phase space coordi-
nates qα; a mathematical gadget used in classical physics to write down the so
called Hamiltonian equations of motion. The Poisson bracket has the following
properties:

{f, g} = −{g, f}
{f, {g, h}}+ {g, {h, f}}+ {h, {f, g}} = 0

{qα, qβ} = Ωαβ

{fg, h} = {f, h}g + f{g, h}
{af + bg, h} = a{f, h}+ b{g, h}

where Ωαβ is the non-degenerate symplectic form and a, b ∈ R. Now, Dirac
was thinking about the procedure of quantization by replacing this “algebra”
by means of a “quantum algebra” which is defined from the latter by replacing
the third relation by

{qα, qβ} = i~Ωαβ1
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where the unit has to be interpreted as another generator of the algebra which
commutes with everything

{f, 1} = 0

which follows from the fourth condition. We will come back to this definition in
a while; at the time quantum mechanics was born, people were convinced that
the essential part of the dynamics, one in which a single quantum particle was
essentially free, must be linear in terms of the potentialities and that probabil-
ities must be expressed in terms of the modulus squared of the potentialities.
That is, the essential quantity, which is the wave function, which we associated
to words and their potentialities before, was observed to undergo a quasi-linear
dynamics, a most important feature indeed. Since it appeared natural to postu-
late a first order, time irreversible dynamics for the wave function, one needed
an equation of the form

iΨ̇ = H .Ψ

where Ψ is vector in a complex vector space V and H a linear operator (the i
is chosen out of convention here since we did not impose any properties on H
yet) and . denotes the action of H on Ψ. The action of a linear operator on a
state satisfies

H . (aΨ + bΦ) = a(H .Ψ) + b(H . Φ)

and the trick now is that the action defines an operator multiplication “.” by

(X.Y ) .Ψ = X . (Y .Ψ)

which is associative by definition since there is only one way to read sucessive
actions. With respect to this product and for time independent H, one can
formally integrate this equation and obtain that

Ψ(t) = e−iHt .Ψ(0)

where we have extended our definition of an action to

(aX + bY ) .Ψ = a(X .Ψ) + b(Y .Ψ).

The evolution operator U(t) = e−iHt for time dependent H(t) reads

U(t, s) = lim
n→∞

(1− iδnH(s+ (n− 1)δn)) (1− iδnH(s+ (n− 2)δn)) . . . (1− iδnH(s+ δn)) (1− iδnH(s))

where δn = t−s
n for t > s. Note that this is all formal in the sense that H

can have a nontrivial domain DH ⊂ V and it is by far not necessary that
H . DH ⊂ DH so that the composition is only well defined on DH2 ⊂ DH .
For example, if H is a second order partial differential operator, then for the
expansion to be well defined, it is necessary (but not sufficient) that Ψ can
be differentiated an infinite number of times, while it is very well known that
a unique strong solution exists for initial data which are twice differentiable.
Indeed, it should be well known that the definition of e−iHt is not given by

∞∑
n=0

(−itH)n

n!
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or by

lim
n→∞

(
1− iHt

n

)n
since these expressions produce infinities at every order, but one has that

U(t) =

∫
eiλtdPλ

where ∫
λdPλ = H

is the spectral decomposition of H and the equality is to be interpreted in a
weak sense. A good definition, in case H(t) is time dependent, is given by

U(t, s) = lim
n→∞

Us+(n−1)δn(δn)Us+(n−2)δn(δn) . . . Us+δn(δn)Us(δn)

where the limit is understood in the weak sense and Ur(δ) =
∫
eiδλdP rλ where

H(r) =
∫
λdP rλ . Note that, at this point, H(t) can be any operator whatsoever

and does not need to be connected to the “quantization” of a classical Hamil-
tonian; a second ingredient is needed for the interpretation of Ψ. In fact, we
did already encounter such ingredient, which was the existence of a spectral
decomposition to explicitely integrate the flow, but why should we let ourselves
be guided by such criterion to construct a physical theory. Most classical the-
ories have no explicit formulae for the time flow, so why care? Moreover, why
should it be that time dependent Hamiltonians are all self-adjoint on the same
Hilbert space? In classical physics, one is not worried about fall-off criteria of
the geometry towards spatial infinity, but in quantum physics one definitely is.
To be more specific, the very definition of H is tied to the Hilbert space one
chooses. Traditionally, to make sense out of the integration of the time flow
in the way we did before, one posits the existence of a time independent scalar
product 〈|〉 which defines a Hilbert space such that “time evolution” preserves
this scalar product; that is

〈U(t, s)Ψ|U(t, s)Φ〉 = 〈Ψ|Φ〉

which is equivalent to
U(t, s)†U(t, s) = 1

where 1 is the identity operator on Hilbert space. Strictly speaking, this is the
condition which needs to be satisfied for a partial isometry, but the founding
fathers went beyond that and also required

U(t, s)U(t, s)† = 1

which is necessary to make H(t) self adjoint and U(t, s) well defined in the first
place starting from our equation of motion1. Indeed, having a spectral decom-
position with real eigenvalues is equivalent to the operator being self adjoint

1One could could start from the weaker condition that U(t, s) defines a map on rays
satisfying |〈U(t, s)Ψ|U(t, s)Φ〉|2 = |〈Ψ|Φ〉|2 to deduce that U(t, s) can be chosen to be linear
and satisfy U(t, s)†U(t, s) = 1.
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and one could contemplate so called normal operators with a complex spectrum
but non-unitary evolution. These fine points concerning the very definition
of a time evolution operator are constantly ignored when making perturbative
calculations in Quantum Field Theory; indeed, there one assumes the formal
definition of the exponential operator which is ill defined and it should not
come as a surprise that infinities arise in the calculation.

It is often said that Schrodinger needed both the insight of the linearity of
the time evolution in terms of the potentialities and the fact that |Ψ(x)|2dx is
proportional to the probability for an “event”

[
x− 1

2dx, x+ 1
2dx

]
to happen to

arrive at quantum theory. Let us ask ourselves what rules one might posit based
upon the demand of linearity only. For sure, we cannot derive the complex num-
bers out of this as we know quantum theory can be consistently defined for real
numbers and quaternions as well. A rule related to a linear classical stochastic
theory supplied by the demand of conservation of probability would result for
example in the following mathematical framework: we demand that Ψ(t, x) ≥ 0
and a linear functional ωt to exist such that ωt(Ψ(t, x)) = 1. Differentiating this
with respect to time results then in

ω̇t(Ψ) + ωt(H
′Ψ) = 0

where H ′ = iH since we do not want to impose the complex numbers yet. In
case ω is t independent, this results by continuity in the fact that H ′ must map
V into the kernel of ω and therefore 0 is an eigenvalue (of the discrete or residual
type). In a matrix language, such feature is for example realized if and only
if
∑
iH
′i
j = 0 for all j and with ω(Ψ) =

∑
i Ψi. Suppose we would make a

change of basis Ψ→ OΨ, then this operator needs to satisfy that
∑
iO

i
j = 1, a

condition which is consistent with the matrix product OV since∑
i,j

OijV
j
k = 1

for all k. Moreover, the identity transformation 1 and the inverse of O also
constitute valid transformations so that any such theory has an n(n − 1) di-
mensional transformation group if V is n dimensional. However, there is an
additional condition here as the evolution H ′ and transformations O still need
to preserve the condition that Ψi ≥ 0; in general this will only hold if and only
if all Oij , H

′i
j ≥ 0, which makes the group rather small but it still contains the

permutation group which should suffice to account for the Galilean transforma-
tions in Newtonian physics. One might be tempted to generalize this and drop
the condition that Ψ(t, x) ≥ 0 which means they cannot represent probabilities

anymore. Fine, so why not take, for example, |Ψi|∑
j |Ψj |

as a measure for the prob-

ability since that would settle the matter. Indeed, our transformation group
would constitute the entire special linear group SLn(R) and the Hamiltonian
H ′ is completely arbitrary in this framework. Therefore, having a large enough
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symmetry group cannot be a criterion for quantum mechanics to emerge.

Before we raise any further objections, let us come back to the Heisenberg pic-
ture and how Dirac reconsiled both formulations by quantization of a classical
theory. The Heisenberg picture is usually presented for a time independent
Hamiltonian generating a one parameter group of time translations U(t); in the
Schrodinger picture, a self adjoint operator OSt representing a physical observ-
able (at time t) is kept fixed and the quantities corresponding to real measure-
ments are of the form

〈Ψt|OSt Φt〉

which is the same as

〈Ψs|U(t, s)†OSt U(t, s)Φs〉 = 〈Ψs|eiH(t−s)OSt e
−iH(t−s)Φs〉.

Hence, it is said that measurement of OSt on Ψt results in Pλe
−iH(t−s)Ψs at time

t in the Schrodinger picture, while it results in eiH(t−s)Pλe
−iH(t−s)Ψs at time

s in the Heisenberg picture. This is a consistent view, since a second later mea-
surement at r in the Schrodinger picture results in Qµe

−iH(r−t)Pλe
−iH(t−s)Ψs

while the Heisenberg view produces e−iH(r−s)Qµe
−iH(r−s)eiH(t−s)Pλe

−iH(t−s)Ψs =
e−iH(r−s)Qµe

−iH(r−t)Pλe
−iH(t−s)Ψs all of which produce the same probabili-

ties. Taking the differential of OH(s, t) ≡ eiH(t−s)OSt e
−iH(t−s) with respect to

t implies that
Ȯ(s, t) = i

[
H,OH(s, t)

]
where the bracket is the commutator, that is [A,B] = AB−BA. This is all well
known and accepted as standard material; but things become somewhat more
complicated if we take the Schrodinger Hamiltonian HS to be time dependent.
Indeed, so far, we obtained the result that the Hamiltonian in the Schrodinger
picture equals the Hamiltonian in the Heisenberg picture albeit the latter should
depend upon two times and not just a single one as is the case for the Schrodinger
Hamiltonian. Since by definition,

OH(s, t) = U(t, s)†OSt U(t, s)

and its differential to time t equals, since U̇(t, s) = −iHS(t)U(t, s),

Ȯ(s, t) = i
(
U(t, s)†HS(t)OSt U(t, s)− U(t, s)†OSt H

S(t)U(t, s)
)
6= i
[
HS(t), OH(s, t)

]
so that the famous Heisenberg equation appears not to be amenable to time
dependent Hamiltonians. One may guess now that it is more natural to derive
the Heisenberg operators with respect to the reference time s arriving at

d

ds
OH(s, t) = −i

[
HS(s), OH(s, t)

]
where one should keep in mind that t ≥ s and the final condition OH(t, t) = OSt
that is, if the actual and reference time coincide, the Schrodinger operator equals
the Heisenberg operator. Note also the relative minus sign to our previous
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expression which of course came from switching actual with reference time.
This is however not the correct way to go and one should define the Heisenberg
Hamiltonian as

HH(s, t) = U(t, s)†HS(t)U(t, s)

and the latter satisfies

ḢH(s, t) = U(t, s)†∂tH
S(t)U(t, s)

and any general observable with explicit time dependence obeys likewise

ȮH(s, t) = i
[
HH(s, t), OH(s, t)

]
+ U(t, s)†∂tO

S(t)U(t, s).

The crucial distinction between the Heisenberg and the Schrodinger Hamiltonian
is that, albeit they constitute precisely the same expressions in terms of the
canonical variables, the latter come in terms of the Heisenberg and Schrodinger
operators respectively. For time independent Hamiltonians, this distinction does
not matter and gives the same result, while for time dependent Hamiltonians it
does. Note that therefore, the Schrodinger picture is the easiest to start with as
it gives direct formulae for all observables, while the Heisenberg picture can be
somewhat more complicated for time dependent systems due to its dependence
on time dependent canonical variables.

So, Dirac recognized the formal equivalence of the structure of the Heisenberg
equation and the Poisson bracket structure of classical mechanics even though
at that point, nobody should ever have mentioned the word quantization. All
we did so far is to deduce these structures from the Schrodinger equation which
had a direct ground in experiment; nothing so far was said about some magical
trick between the classical line of thought and quantum framework. Another
issue shows up if we really take the Dirac programme seriously; that is, there
is no a priori reason why the replacement of the Poisson bracket should have
anything to do with the commutator defined by the product inherited from the
action of operators on vectors .. Obviously, it should be like that if we want the
Heisenberg and Schrodinger picture to be equivalent, but there is no a priori
reason for it from the point of view of Dirac. Let me illustrate this by means
of an example; as before, consider a Hilbert space (H, 〈|〉) with an action . of
operators on vectors and its associated product “.”. Consider A to be a positive
definite operator and define the product ? by X ? Y = X.A.Y where from now
on, we will drop all the dots. This product is associative and has a unit element
A−1 which we will interpret as the unit appearing in the Dirac Quantization
programme. Consider now a time independent Hamiltonian H which will serve
to build a Heisenberg dynamics

d

dt
O(t) = i(H ? O(t)−O(t) ? H) = i [H,O(t)]?

where we have dropped the reference time s. If our Hamiltonian arises from the
quantization of a classical Hamiltonian, we shall impose

[qα, qβ ]? = i~ΩαβA
−1.
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This gives
qα = A−

1
2 q̂αA

− 1
2

where
[q̂α, q̂β ] = i~Ωαβ1.

Hence, our Hamiltonian H(qα, ?) = A−
1
2H(q̂α, .)A

− 1
2 and therefore, the evolu-

tion operator U(t), such that

qα(t) = U(t)† ? qα(0) ? U(t)

is given by A−
1
2 Û(t)A−

1
2 where

Û(t) = e−iH(q̂α)t

is the evolution operator with respect to the standard product. In other words,

qα(t) = A−
1
2 q̂α(t)A−

1
2

and for the probability interpretation one just needs the spectral decomposition
of this operator which is unrelated to the spectral decomposition of q̂α(t). For
the Schrodinger picture, it would be mandatory to take the spectral decom-
position of qα(0) and apply it to A

1
2 Û(t)A−

1
2 Ψ which gives a totally different

result! This would immediately be repared if one adjusted the action . to the
new product ? but the point of this argument was to show that they did not
need to be equal to one and another. Therefore, Dirac, crucially, had to depend
upon this piece of information to maintain equivalence between both pictures.
Note that the new Schrodinger evolution operator Tt = A

1
2 Û(t)A−

1
2 is unitary

with respect to scalar product

〈Ψ|A−1Φ〉

but the operators qα nor q̂α are Hermitian with respect to this product. Note
here that, in the derivation of our argument, we have disentangled the meaning
of what it is to be an identity; for us, we just defined it as an operator which
commutes with everything while in the standard interpretation it also means
acting as the identity on vector states. We will continue to do this, even to a
further extend, in our comments upon quantum field theory. As a final question,
one may wonder what A should depend upon; a natural suggestion would be
that it behaves invariantly under coordinate transformations so that it must
be some invariant of the spatial metric. This is how geometry can creep into
the foundations of quantum theory and destroy the equivalence between the
Heisenberg and Schrodinger picture.

Let us list the points we mentioned before:

• Fine, so you have a quasi linear dynamics regarding the potentialities for
isolated particles, but we don’t observe anything like this in the macroworld.
Effectively, for big objects, we can forget about potentialities all together.
Is it possible at all for such limit to emerge from a fundamentally quantum
system?
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• Why a time independent Hilbert space? We agree one needs a measure on
the space of all potentialities but the spacetime structure might dictate
this measure to evolve and not remain static. Surely, it is tempting to let
oneself be persuaded by a powerful tool such as a spectral decomposition
but why should a time evolution operator posses such a thing? Why
should we be able to write everything in terms of stationary states if the
universe is evolving irreversibly?

• Why should we take Dirac’s programme seriously? Quantum theory, as
formulated above, is entirely motivated by the linearity of the time evo-
lution and has no a priori grounding in a Poisson structure. Actually, if
we were not able to integrate the time flow in the way we did (based on
the demand that the Hamiltonian corresponds to a Hermitian operator),
we might not have spoken about a Heisenberg picture in the first place
since time evolution might not map self adjoint operators to self adjoint
operators. In any case, our line of argumentation shows somehow that the
Schrodinger picture allows one to ask more foundational questions about
quantum mechanics than the Heisenberg picture does.

• This last conclusion is only enforced by looking again at the evidence; the
main observation was that the dynamics for the potentialities of a single
isolated particle was more or less linear, not that it was deterministic!
In that sense, Schrodinger might have already overstretched himself by
writing down the ordinary differential operator d

dt and could have instead
resorted to a stochastic operator (which, admittedly, did not exist yet at
his time) in which the wave potentialities themselves become stochastic
variables. In our language this would mean that he might import the ∨
operation in quantum mechanics! This would not sound very strange at all
given that the measurement process is nonlinear and stochastic; but this
would most likely completely destroy the Heisenberg picture and Dirac’s
programme.

Formal analogy may often be a good guideline but ultimately physical arguments
carry more power; as I will argue later on, when we want to dismiss the notion
of time, the Schrodinger equation needs some revision too in the lines argued
above. Let me proceed by giving an example which has time and time again be
discussed in history regarding the fundamentally linear character of quantum
mechanics; it wasn’t taken as an axiom before such as bachelor’s are spooned
today, but one wondered wheter it only pertained to single particle systems or
also to systems containing more particles. Let me provide an example where
one did not take it for granted that linearity would just extend as usual (by
effectively describing the classical join of two quantum particles or equivalently,
the union of them). Let particle i be represented by a wavefunction Ψi which
will conveniently depend upon the spatial coordinate ~xi and no other properties
of particles are assumed; then, one can write down

iΨ̇i(~xi) = HiΨi(~xi) +
∑
j

(∫
d~xj |Ψj(~xj)|2Aji(|~xj − ~xi|)

)
Ψi(~xi)
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where Hi is the “single particle Hamiltonian” for particle i and Aji is some
real valued function depending upon the distance between particles i and j.
Such models have been examined in the literature in the past as one did not
immediately want to resort to a quantum join of quantum particles; that con-
cept was radically new at the time and it still is in some sense. So far, only
the suggestion of a time dependent scalar product is to my knowledge really
new (and we will examine some of its consequences shortly); self adjoint observ-
ables have been given up before by some people (not by many) and modified
Schrodinger equations with stochastic noise have been examined in the context
of the measurement postulate.

4.2 Non-covariance of the Schrodinger formal-
ism and Heisenberg equations.

By covariance, I mean that the choice of coordinates should not matter in the
definition of a physical law; this principle can pertain to the spatial coordinates
only or to the spacetime coordinates all together. The question we shall adress
here is if this simple principle does not already call for a revision of the Dirac
programme; regarding the Schrodinger picture, there is nothing wrong a-priori
and one can just say by fiat that the Hamiltonian H enjoys this property. But
perhaps, working through the Dirac programme might lead to additional insights
which could reflect on the Schrodinger picture too depending upon the questions
you are going to ask. Indeed, it is this very last sentence which is important
and we shall see that the Schrodinger picture allows for more economic quantum
theories if one does not ask about the momentum operator for example. Con-
cerning momentum operators, it is well known one can define an inequivalent
number of them; for example i∂x and i∂x+x2 the latter having different domain
properties than i∂x and therefore defining an inequivalent representation of the
Heisenberg algebra. Indeed, it is well known that the Stone - Von Neumann
theorem only applies to the exponentiated version of the Heisenberg position
and momentum operators, the so called Weyl elements. From a modern point
of view, one could say that the second operator should be excluded since it does
not transform covariantly under x → y(x), but in the standard view on the
Schrodinger picture, this transformation does not make any sense as the scalar
product in three dimensions transforms as∫

d3xΨ(x)Φ(x)⇒
∫
d3x′|det

(
∂x

∂x′

)
|Ψ(x(x′))Φ(x(x′))

if Ψ(x) transforms as Ψ′(x′) = Ψ(x(x′)). One could cure this by letting Ψ(x)
be a density of factor 1

2 , meaning that

Ψ′(x′) = |det

(
∂x′

∂x

)
|− 1

2 Ψ(x(x′)).
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In that case, the integral ∫
d3xΨ(x)Φ(x)

would remain invariant but the expectation value of the momentum operator
would transform as∫
d3x′Ψ′(x′)i∂′jΦ

′(x′) =

∫
d3x|det

(
∂x′

∂x

)
| 12 Ψ(x(x′))

∂xk

∂x′j
∂k

(
|det

(
∂x′

∂x

)
|− 1

2 Φ(x(x′))

)
which is fine in the sense that it is still a Hermitian operator. The problem how-
ever is that i∂xΦ(x) does not transform nicely under coordinate transformations
anymore and it certainly does not transform as a 1

2 density so that one has op-
erators mapping densities of factor 1

2 to something with no suitable covariance
properties at all; this is the reason why the above formula does not make sense.
Let us first deal with this fact and then point out a shortcoming in the Dirac
programme; there are some real lessons to be learned here. Suppose Ψ(t, x) is a
spatial density of factor 1

2 , then the natural definition for a differential operator
is given by

∂Nj Ψ(t, x) = h
1
4 ∂j

(
Ψ(t, x)

h
1
4 (t, x)

)
= ∂jΨ(t, x)− 1

2

∂jh
1
2 (t, x)

h
1
2 (t, x)

Ψ(t, x)

where h(t, x) is the determinant of the spatial metric. Obviously, this definition
can be extended to any density of factor r by simply replacing the factor 1

2 in the
last expression by r. Hence, one can generalize the usual covariant derivative
∇j to ∇Nj and interpret −i~∇Nj as the natural momentum derivative; the latter
however is not a symmetric operator since∫
dx i∂Nj Ψ(t, x) Φ(t, x)−

∫
dxΨ(t, x) i∂Nj Φ(t, x) =

∫
dxΨ(t, x)Φ(t, x) i

∂jh
1
2 (t, x)

h
1
2 (t, x)

.

Since a momentum operator applied to any tensorvalued density must transform
as the same object with one covariant index more, this choice of momentum op-
erator is unique up to first and second derivatives of the metric tensor. That is,
any other vectorfield added, constructed from the geometry alone must contain
at least third order derivatives of the metric such as ∂jR(t, x) where R(t, x)
is the Ricci scalar. This means that we are obliged to recognize that not all
physical observables are Hermitian and in particular the momentum observ-
ables and Hamiltonian are not; a similar result follows from keeping Ψ as an
amplitude (scalar under coordinate transformations) and choosing the usual i∂j
as momentum operator, but this time with time dependent scalar product∫

dxΨ(t, x)Φ(t, x)h
1
2 (t, x).

It is in this sense that gravity is very different from gauge theories since its
coupling constant is imaginary whereas for gauge theories it is real; this mere
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fact has serious consequences for the foundations of quantum mechanics as we
shall investigate further. Indeed, there are other consequences to be learned:
if one takes it seriously that the momentum operator should be defined in the
theory and that the Hamiltonian is constructed from the momentum operator,
then one must conclude that the correct momentum operator is given by i~∇Nj
or i~∇j depending upon whether we consider the wavefunction to be a density
of factor 1

2 or just a scalar. Let us first explain the latter case, since it is
closer to what we know about quantum mechanics: suppose, for the contrarian
viewpoint, that the classical Hamiltonian is given by

H = hjkpkpj

then2 substituting pj = −i~∂j results in a quantum Hamiltonian of the kind

H = −αhjk∂j∂k − β
(
∂jh

jk
)
∂k − γ∂2

jkh
jk

which means it is impossible for the covariant expression

hjk∇j∂k

to be found since that one equals

−~2hjk∂j∂k +
~2

2
hjkhlr (∂jhrk + ∂khjr − ∂rhjk) ∂l

which can be rewritten as

−~2hjk∂j∂k − ~2
(
∂jh

jk
)
∂k −

~2

2
hlrhjk∂rhjk∂l

and it is this last term which is missing in H. This means that we have to regard
−i~∇jΨ as a one form and therefore Hilbert space itself should be extended to
all covariant n tensors. That is, the underlying vector space is given by T∞M =
⊕∞n=0Tn,cM where Tn,cM stands for the vectorspace of complex tensors with n
covariant indices. A scalar product can be defined by∑

n,m≥0

∫
dxΨa1...anT

a1...anb1...bmΦb1...bmh
1
2

where T a1...anb1...bm is a tensor constructed from the spatial metric hjk alone
such that the total expression is positive definite. Now, it is obvious that in case

2This Hamiltonian can be derived from the action principle

S =

∫
dthαβ(t, x(t))

dxα(t)

dt

dxβ(t)

dt

or in reparametrization invariant form

S =

∫
dτ
hαβ(t, x)ẋαẋβ

ṫ

where ṫ denotes the derivative of t with respect to τ .
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no coupling exists between the different n as well dynamically as kinematically
that everything reduces to our previous setting with a time dependent scalar
product and non-Hermitian momentum operators. Note that now, it becomes
possible to define self adjoint momentum operators with respect to physical
directions n in space; the relevant operators being given by

n.p = −i~nµ∇µ −
i~
2

(∇µnµ) .

The reader may check that those are indeed symmetric and densely defined with
respect to the scalar product defined by T a1...anb1...bm = δnm

∏
j h

ajbj . It is of
crucial importance to notice that

[−i~∇µ,−i~∇ν ] Ψκ = −~2R α
µνκ Ψα

and likewise so for higher order covariant tensors. This means that the Heisen-
berg relation is only at best valid on the scalar sector; indeed, nothing could
have stopped us from defining the momentum operators as

−i~e−αR∇µ

in the first place. All of this makes it much more difficult to integrate the time
flow as no spectral theorem applies and very different techniques will have to
be developed. Note that this entire setting has nothing to do with curved space
(time) but follows from the mere demand of covariance and lifting the limita-
tion of linear transformations between inertial systems. The Poisson bracket is
generally covariant in the sense that coordinate transformations do constitute
symplectic transformations as the reader may easily verify; bringing this covari-
ance to the quantum sector requires one to reinterpret the meaning of the right
hand side of the Poisson brackets as well as to consider quantum corrections
on the classical dynamical laws concerning the so called observables of the the-
ory. Indeed, for our above classical Hamiltonian, one obtains that the classical
equations of motion are

ẋj = 2hjkpk, ṗj = −∂jhklpkpl

the second of which the left nor the right hand transform covariantly since the

time derivative does not commute with ∂yk(t)
∂xj(t) . However, both non-covariant

terms are equal so that
ṗj = −∂jhklpkpl

is a basis independent statement. In our covariant quantum theory however,
the second equation

Dpj
dt

= i [H,−i∇j ]

is manifestly covariant on both sides - at the reference time where the Schrodinger
and Heisenberg picture coincide - and gives

Dpj
dt

Ψ = −
[
~2hkl∇k∇l,∇j

]
Ψ = ~2hklR s

jkl ∂sΨ
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and more complicated expressions for higher order tensors. Hence, the new ex-
pression only depends upon the first order derivatives of Ψ whereas, in the old
framework, this would have been the second order derivatives due to the nonco-
variant term ∂jh

kl which now vanishes identically. The first equation of motion,
ẋj = 2hjkpk remains identical at the reference time as an easy computation re-
veals. This strongly suggests one to revisit the classical Hamiltonian theory
and develop a covariant formalism by viewing pj as a covariant one tensor from
which one can build higher order tensors. An expression such as xjpj must then
be interpreted as a scalar by regarding the xj as the coordinate expressions of a
contravariant one tensor. Therefore, the correct derivative to apply to xj is the
covariant derivative defined by the spatial metric. This suggests one to define
the covariant Poisson bracket

{f, g}c =
∑
k

(
∇kj (f)

δ

δpkj
(g)− δ

δpkj
(f)∇kj (g)

)

where the index k sums over all different particles and f, g can be scalar functions
of the type ∑

n

T a1...an(xkj )pk1
a1
. . . pknan

or a general tensor in which we have surpressed the tensor indices. Since this
Poisson braket maps tensors to tensors of the same type and the Hamiltonian
is a scalar, the time derivative on the left hand side must be the covariant
derivative

D

dt
pj = ṗj − Γrjkẋ

kpr

with as result that we only have equations between manifestly covariant prop-
erties. Applied to our Hamiltonian above, this results in the system

dxj

dt
= {xj , H}c = 2hjkpk,

D

dt
pj = {pj , H}c = 0

and we shall show now that this idea can be consistently applied to any Hamil-
tonian of second order in the momenta where the kinetic term is of the metric
form. Given

H = hjkpjpk + pkA
k +B

the standard equations of motion are

ẋj = hjk2pk +Aj , ṗj = −∂jhklpkpl − pk∂jAk − ∂jB

and the last equation is equivalent to

D

dt
pj = −pk∇jAk − ∂jB = {pk, H}c

which we needed to show. What I propose now, is that it is the covariant bracket
which needs to be quantized instead of the Poisson bracket; the former however
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does not satisfy the Jacobi identity anymore as

{f, {g, h}c}c + {g, {h, f}c}c + {h, {f, g}c}c = Rjk(h)
δ

δpk
(g)

δ

δpj
(f)+

Rjk(g)
δ

δpk
(f)

δ

δpj
(h) +Rjk(f)

δ

δpk
(h)

δ

δpj
(g)

which constitute the Riemann curvature tensor corrections. Hence, it seems
that the Jacobi identity is something which pertains to flat space(time) which
suggests that in a general curved space the commutator will have to be replaced
by something else, at least if we take Dirac’s suggestion seriously. Since this
material is, as far as I know, a new addition to the literature we leave its full
implications to be investigated in the future; also, we shall come back to this
when dealing with quantum field theory.

In my opinion, we stress a very important point here which is that the formu-
lation of physical laws should be such that, in principle, one could do without
coordinates all together. General relativity is such theory as one formulates the
basic functional, that is the action principle, in a way which does not depend
upon coordinates; Regge calculus provides a generalization of this principle to-
wards piecewise linear manifolds. Likewise did I want to convey the attitude in
chapter two that potentialities do not really depend upon the coordinate system
at hand and can be used in any framework of discrete spacetime too so that ef-
fectively they should transform as a scalar or a density like we suggested above.
Nevertheless, there will be always those who would like to regard coordinates
as fundamental in the description of the theory and for them alone can our
potentialities be attached to a coordinate system, which would imply that one
cannot speak in terms of “properties” anymore but one deals with “representa-
tions of properties”. I deem this stance to be very unlikely but let us examine
nevertheless its consequences; the constraints at hand are that the measure

|Ψ(x, t)|2dx

or
|Ψ(x, t)|2h 1

2 dx

needs to be preserved. In the second case, one only can only make the transfor-
mation

Ψ′(t, x′) = eiθ(t;x;x′)Ψ(t, x(x′))

and we will show now that this is insufficient to compensate for the non-covariant
terms in the Hamiltonian so that the entire enterprise is misguided. Note that
we are extremely liberal here and allow for θ to explicitely depend upon t even
if the latter has nothing to do with the coordinate transformation; applying two
coordinate transformations in a row should imply that

θ(t;x(x′′);x′(x′′)) + θ(t;x′;x′′) = θ(t;x;x′′)
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meaning one must have an additive group representation in the sense that

θ(g) ◦ h+ θ(h) = θ(g ◦ h)

where x′ = h(x′′), x = g(x′) and θ sends a injective coordinate transformation to
a function. We will argue now from different sides: suppose for a moment that
the correct momentum operator is given by −i~∂j even if it is not Hermitian.
The “canonical” Hermitian momentum operator is given by

−i~∂j −
i~∂jh

1
2

2h
1
2

= −i~∂j −
i~hrs∂j (hrs)

4

and the latter contains the terms necessary for obtaining a covariant Hamil-
tonian. Closer inspection, however, shows that it produces also lots of higher
order non-covariant terms which cannot be eliminated and moreover, it does
not transform covariantly under spatial coordinate transformations. Therefore,
we shall restrict to the usual momentum and posit the Hamiltonian to be

H = − ~2

2m
hjk∂j∂k.

It is now a straightforward excercise to show that a transformation of the type
Ψ′(t, x′) = eiθ(t;x;x′)Ψ(t, x(x′)) cannot compensate for the non-covariant terms

in H ′ = − ~2

2mh
′jk∂′j∂

′
k. Indeed, the noncovariant terms induce the following

equation

i~∂t
(
eiθ(t;x;x′)

)
Ψ = − ~2

2m
h′jk∂′j∂

′
k

(
eiθ(t;x;x′)

)
Ψ−

~2

m
h′jk∂′j

(
eiθ(t;x;x′)

) ∂xl

∂x′k
∂lΨ −

~2

2m
eiθ(t;x;x′)h′jk

∂2xl

∂x′j∂x′k
∂lΨ

which can be split up in two equations, one for Ψ and another for ∂lΨ. The latter
can be solved explicitely in terms of the derivatives of θ(t;x;x′) and produces

i∂′jθ(t;x;x′) = −1

2
h′lk

∂2xs

∂x′l∂x′k
∂x′r

∂xs
h′jr

which is the necessary contradiction since θ(t;x;x′) has to be real. This shows, in
the context of this simple example, that one cannot eliminate the non-covariant
terms by means of a measure preserving transformation. One might hope that
adding a term

−α ~2

2m
∂j
(
hjk
)
∂k

would nevertheless allow for some representation of the group of coordinate
transformations; a short computation, however, shows that the issue of a com-
plex θ(t;x;x′) remains unchanged proving, once again, that the non-covariant
terms cannot be compensated by a measure preserving transformation. I think
it is safe to say that such line of thought is dead and that this paragraph shows
that Dirac quantization is in conflict with the principle of general covariance,
at least this is so for point particles in a general background.
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4.3 Non-covariance of Quantum Field Theory.

Quantum Field theory is by no means covariant given that the Hamiltonian has
no suitable transformation properties under general coordinate transformations
which results in an observer dependence of the vacuum state. The algebraic
formulation of the theory “hides” this fact given that it only concentrates upon
the covariant field equations and operator algebra φ(f) where f is a Schwartz
function:

φ(f)? = φ(f)

φ(αf + βg) = αφ(f) + βφ(g)

φ(
(
gµν∇µ∂ν +m2

)
f) = 0

[φ(f), φ(g)] = i~(f,∆g)1

and ∆(x, y) = GR(x, y) − GR(y, x) is the so called Pauli-Jordan bi-function.
This constitutes the starting point of a recent, much more abstract approach
developed by Fredenhagen, Brunetti and Verch and there are a few things one
should understand regarding this formulation of physics: (a) it appears to be
manifestly covariant (b) it works in any globally hyperbolic spacetime, for ex-
tensions towards more general cases, see the work of Kay and Fewster (c) it
is unclear what an accurate replacement for the measurement axiom is given
that one works with “local states”. Also, a bit of reflection shows that the
commutator contains expressions such as φ(f)φ(g) where the support of f is in
the past of the support of g; such expressions are physically meaningless and it
is somewhat unsatisfying that the basic formulation of the theory hinges upon
such construction. One could weaken the fourth axiom to

[φ(f), φ(g)] = 0

for the support of f and g spacelike to one and another. Generically, this would
not change the theory with the possible exception that “1” may be replaced by
any constant Hermitian operator and as such, Planck’s constant isn’t fixed and
also the classical theory can be found in this way. As mentioned before, the
theory is not covariant and the entire physics becomes coordinate dependent
given that different global reference systems may give rise to distinct or no
particle notions at all.

4.4 General covariance or geometrization at the
core of all physical laws and entities.

So far, we have shown that quantum theory is not generally covariant and
that general relativity is; moreover, we have argued that general covariance is
required if we want the wavefunction to have a “genuine” probability interpre-
tation. More in general, the case for geometric laws of physics is a deep one
since the latter embodies the more primitive idea that all laws are determined
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by means of relationships. In case you need a class of coordinate systems with-
out any geometrical meaning whatsoever, then you impose an absolute reference
frame with respect to which everything is defined. Such kind of reference frames
are meaningless given that all our measurements are relational and the physi-
cal laws should therefore only pertain to these relationships and nothing else.
Funny enough, this is a kind of “Heisenbergian” argument for Einstein’s point
of view; Einstein however went further than that and proclaimed that every
entity in your theory should be dynamical and this also applies to spacetime
itself. This principle is called background independence and we shall come back
to it in chapter eleven; the main theory of this book assumes a background to
be given and does not care about determining it in a dynamical way from clas-
sical degrees of freedom in the universe. We simply assume that this has been
done and that our quantum theory does not cause for a backreaction; this is a
sensible point of view and we shall comment on that too further down chapter
eleven.

So far our comments regarding the geometrization of physical laws; in the next
chapter, we will speak about the geometrization of elementary particles. There-
fore, in the theory which we shall develop from now on, every constituent is
geometrical in nature which leads to a certain class of physical theories which
are all viable candidates as a theory of nature.
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Chapter 5

Fourier transform and
generalized Heisenberg
operators.

Prior to reading this chapter, the mathematically trained reader is supposed to
have digested the introduction as well as chapter two on the general philosophy
of physics and in particular the process view on spacetime. This view breaks so
radically with Einstein’s vision that I have decided to keep the presentation of
this chapter in the “middle”. That is, it will be presented from an Einsteinian
point of view but when the reader notices we are getting into trouble, I will
employ the process view to make everything precise. This has, as a downside,
that the presentation of the final picture will not be as formal as possible and
is somewhat “hidden” in comments regarding the need for a process view on
spacetime. This, situation, however, shall be rectified in chapter six where we
will present an extension of the same material but then from a radical process
point of view. I think this is the best way of presenting things as it allows the
reader to get gradually accostumed to the new way of thinking and constitutes
therefore the better choice from a historical point of view. The intention of this
chapter is to define a spin-0 particle wave in any curved spacetime and provide
one with some examples as well as a universal probability interpretation. The
reason for me to turn this into a separate chapter is that it allows me to treat the
theory in full detail and generality and it paves the ground for the treatment of
particles with higher spin also. However, in the latter case, more physical input
is required especially regarding the physical polarization vectors of spin- 1

2 , 1
particles. To obtain those, we need the tensorial structure of the propagator in
contrast for the case of spin-0 particles where this structure is trivial. Another
motivation for this relies on the fact that the development of a Fourier theory
in a general curved spacetime is of independent mathematical interest and we
shall look at it from this point of view too. In what follows, we shall adopt an
Einsteinian view on spacetime and consider the latter to be eternally given and
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fixed; therefore, take a generic, time-orientable spacetime (M, g) and select a
base point x, ka a Lorentz vector at x defined with respect to ea(x) and y any
other point in M. Let γ(s) be a curve from x to y and denote by kµ(s) the
parallel transport of kµ(x) = kaeµa(x) along γ, then we can define a potential
φγ(x, ka, y) by means of the differential equation

d

ds
φγ(x, ka, γ(s)) = iγ̇µ(s)kµ(s)φγ(x, ka, γ(s))

with boundary condition φγ(x, ka, x) = 1. Then, one easily calculates that in
Minkowski spacetime, the potential is independent from the choice of γ and is
given by the following group representation

φ(x, ka, y) = eika(ya−xa)

where the formula is with respect to global inertial coordinates defined by the
vierbein ea(x). Minkowski is special in many ways: (a) every two events are con-
nected by a unique geodesic (b) the φγ are path independent and define a group
representation. Neither (a) nor (b) are true in a general curved spacetime which
means we have to select for a preferred class of paths: the natural choice being
that the information about the birth of a particle at x travels freely, meaning on
geodesics which implies that we should sum over all distinct geodesics between
x and y. This inspires one to consider the following mapping

φ̃ : T ?M× T ?M→ U(1) : (x, ka, wa)→ φ̃(x, ka, wa)

where φ̃(x, ka, wa) is defined as before by means of integrating the potential
over the unique geodesic emanating from x with tangent vector wa and affine
parameter length one. One has then that

φ(x, ka, y) =
∑

w:expx(w)=y

φ̃(x, ka, wa)

and although φ̃ is more fundamental, we will sometimes switch between φ̃ and φ
by assuming that they are the same meaning that every two points in spacetime
can be connected by a unique geodesic: this last assumption will be abbreviated
to GS standing for “geodesic simplicity”. In a general spacetime,

φ̃(x, ka, wb) = eik
awa = e−ik

aeµa(x)σ,µ(x,expx(w))

where we assume in the last equality GS to hold and

σ(x, y) =
1

2
εL2(x, y)

is Synge’s function where ε = −1 if x and y are connected by a spacelike
geodesic and 1 if they are connected by a timelike geodesic and L(x, y) denotes
the geodesic length. Covariant derivatives of σ(x, y) with respect to x will be
denoted by unprimed indices µ, ν whereas their counterparts with respect to y
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are denoted with primed indices. It is clear that as usual the standard Fourier
identities hold between the two tangent spaces at x, that is∫

T?Mx

dka

(2π)4
eikawaeik

ava = δ4(wa − va)

and ∫
T?Mx

dwa

(2π)4
eikawaeilaw

a

= δ4(ka − la)

being the inverse Fourier transform. Under the hypothesis of GS, the first
integral reduces to∫

T?Mx

dka

(2π)4
e−ik

aeµa(x)σ,µ(x,y)e−ik
aeµa(x)σ,µ(x,z) =

δ4(y, z)√
−g(y)∆(x, y)

and the second one under the additional assumption of geodesic completeness
(GC) becomes∫

M

d4y

(2π)4

√
−g(y)∆(x, y)e−ik

aeµa(x)σ,µ(x,y)e−il
aeµa(x)σ,µ(x,y) = δ4(ka − la).

Here,

∆(x, y) =
|det(σ,µν′(x, y))|√
−g(x)

√
−g(y)

is the absolute value of the Van Vleck-Morette determinant. Still working under
the GS assumption, one recognizes the presence of a global coordinate system
given by σ,µ(x, y) which transforms as a covector under coordinate transfor-
mations at x; contracting with eaµ(x), one obtains local Lorentz coordinates
σa(x, y) and momentum operators i ∂

∂σb(x,y)
which transform as a local Lorentz

covector such that

i
∂

∂σb(x, y)
φ(x, ka, y) = kbφ(x, ka, y)

meaning our generalized exponentials are eigenfunctions of the relative momen-
tum operators. Also,

−ηab ∂

∂σa(x, y)

∂

∂σb(x, y)
φ(x, ka, y) = k2φ(x, ka, y)

meaning that the above operator is to be preferred over the generalized
d’Alembertian. In Minkowski spacetime, something special happens as

σb(x, y) = xb − yb

and one can substitute i ∂
∂σb(x,y)

by i ∂
∂xb

or −i ∂
∂yb

. In other words, the x, y

coordinates factorize and one can identify all pictures in this way and obtain
one Heisenberg pair only. Indeed, I have stressed in the introduction that the
philosophy of Minkowski is misleading due to its translational invariance and the
reader should appreciate that the latter just falls out from our formalism. Also,
it is now clear that a generalized Heisenberg picture demands the condition of
geodesic simplicity whereas there is no good physical reason why this should be
the case: our geometric framework is far more interesting than that.
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5.1 Elementary particles and a universal proba-
bility interpretation.

In this section, we shall work towards a theory for a single free spinless particle
in a general curved spacetime, the extension towards multiple particles of higher
spin being worked out in the next chapters. Our first, preliminary, postulate
of relativistic quantum theory consists in the statement that an idealized free,
spin-0 particle of mass m and future pointing momentum ka, created at x, is
given by the Fourier wave φ(x, ka, y) where k2 = ηabk

akb = m2 is Einstein’s
energy-momentum relationship or the mass-shell condition. We have deduced
that in a geodesically simple universe

(ηab
∂

∂σa(x, y)

∂

∂σb(x, y)
+m2)φ(x, ka, y) = 0

which is the correct generalization to a GS spacetime of the Klein-Gordon equa-
tion in flat spacetime. In the literature however, one proposes the equation

(gµν∇µ∇ν +m2)ψ(x) = 0

which leads to a conserved current

jµ(ψ, φ)(x) = −i(ψ(x)∇µφ(x)− φ(x)∇µψ(x))

on the space of solutions ψ, φ to the Klein-Gordon equation. Standard argu-
ments in the old fashioned quantum theory then suggest that the correct proba-
bility interpretation is given by the charge of this current which determines the
bilinear form

〈ψ|φ〉 = −i
∫

Σ

d3x
√
h(x)nµ(ψ(x)∇µφ(x)− φ(x)∇µψ(x))

where h(x) is the determinant of the induced metric on the Cauchy hypersurface
Σ and nµ is the normal vector to it. So, this reasoning only holds in globally
hyperbolic spacetime. There are two problems with this scalar product: (a)
it is of indefinite signature meaning there are as many positive as negative
norm states in a nondegenerate basis and (b) the probability density is not
positive restricted to some positive norm solution meaning it cannot serve as
the probability density associated to a generalized position operator. (a) is well
known and reflects that the theory is not unique or covariant given that distinct
splits of the total vector space of solutions in a positive and negative norm
subspace determine different theories. (b) on the other hand is not well known
and even true in Minkowski spacetime; indeed, the density for a superposition
of two plane waves

αeikax
a

+ βeilax
a

on an inertial hypersurface Σ reads

(αeikaxa + βeilaxa)(k0αeikax
a

+l0βeilax
a

)+cc = 2k0 |α|2+2l0 |β|2+2Re(αβei(ka−la)xa)(k0+l0)
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where Re denotes the real part. By adjusting the phase of α we get at some
value of x the expression

2k0 |α|2 + 2l0 |β|2 − 2 |α| |β| (k0 + l0)

which can easily be made smaller than zero. Now, in Minkowski, unlike in
any other spacetime, it is still possible to save the day as one can look for
a canonical Heisenberg conjugate of the dynamical momentum operators and
interpret those as position operators. It must be clear to the reader that the
only possible position density is given by

|(Tφ)(x)|2

where T constitutes a linear transformation of φ. To find this operator in
Minkowski spacetime and generalize it to our setting later on, note that the
correct scalar product between plane waves is given by

〈eikax
a

|eilbx
b

〉x = (2π)3k0δ(~k −~l)

where the right hand side is Lorentz invariant given that the left hand side must
be. Therefore, we obtain that with

ψ(x) =
1

(2π)
3
2

∫
d3kψ̂(k)eikax

a

and

φ(x) =
1

(2π)
3
2

∫
d3kφ̂(k)eikax

a

that

〈ψ|φ〉x =

∫
d3kk0ψ̂(k)φ̂(k) =

∫
R3

d3x(Tψ)(t, x)(Tφ)(t, x)

where

(Tψ)(x) =
1

(2π)
3
2

∫
d3k
√
k0ψ̂(k)eikax

a

.

There is a cananical Lorentz invariant wave function associated to a particle
being born at x which is given by a dimensionless multiple of

δx(y) =
1

(2π)3m

∫
d3k

k0
eika(ya−xa)

which is, as the notation suggests, a relativistic replacement of the δ3(~y − ~x)
function of dimension mass instead of mass3. Indeed, as the reader may verify
later on, we have that

〈W (z, y)|δx(y)〉y = δx(z) =

∫
d3y Tyδx(y)TyW (z, y)

where

W (x, y) =

∫
d3k

(2π)3k0
eika(ya−xa) = mδx(y)
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is the propagator and Ty means the T operator with respect to the y variable.
These facts indicate the correct probability interpretation in a general curved
spacetime given that the dimension of (Tψ) is given by mass

3
2 which means that

the dimension of ψ is given by mass. In our setting, particle notions depend
upon the place where they are born and therefore also depend upon two points
x, y which means one can consider two operators Tx and Ty applied to it, but
here Tx has a slightly distinct meaning than before. Indeed, Tx means that
the T operation is applied with respect to the Fourier waves φ(x, ka, y) and
the reader should keep this in mind. In a general curved spacetime, we do not
dispose of analogues of 〈|〉x given that the derivative of Synge’s function does
not factorize; we can, however, generalize the T mappings and spatial scalar
products in a canonical way. More specifically, regarding any particle state

ψx(y) =
1

(2π)
3
2

∫
d3k ψ̂(k)φ(x, ka, y)

we define

(Tx,e0ψx)(y) =
∑

w:expx(w)=y

1

(2π)
3
2

∫
d3k

√
k0′
?wψ̂(k)φ̃(x, ka, w)

where k0′

?w is the component of k?w with respect to e0 at y and the weight for a
particle to cross a spatial, but not necessarily achronal, cross section Σ, whose
intersection with J−(x) \ J+(x) is empty, is given by

wΣ(ψx) =

∫
Σ

d3y
√
h(y) |(Tx,e0⊥Σψx)(y)|2

whereas the propagation, seen as a process of annihilation and recreation, is
given by

PΣ(ψx)(z) =

∫
Σ

d3y
√
h(y)Tx,e0⊥Σψx(y)Tz,e0⊥ΣW (z, y).

Here, again, we assume Σ to reside outside of J−(x)\J+(x) where x is the point
of birth meaning that if Σ intersects the past of x, it must do so from the future
which can only happen if one considers spacetimes with closed timelike curves.
Without going too much into detail here, in the spacetime process philosophy
of chapter two, we assume that Σ itself has come to birth after x has been born
which is somewhat difficult to express in our notation since the relations J±(x)
are perennials, they exist once and forever given that the entire spacetime has
been given. Once, by means of a sequence of processes, a closed timelike curve
has been formed we will always interpret x as being in the past of Σ; the reader
notices that when a closed timelike curve is formed, the entire “propagation”
picture behind the wave ψx dissapears as new geodesics are included in the
very definition of the wave. There is no analogue of the propagation process in
standard quantum mechanics where unitarity and the unique choice of a Cauchy
hypersurface Σ garantuee that

P ′Σ(ψ)(x) = ψ(x)
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where P ′ is defined by means of the Klein-Gordon product explained above. In
fact, if you think about this, the latter equation is not very natural given that
propagation through a hypersuface is associated to a process where knowledge
about the state of the particle has been gained and therefore, there is no reason
why this should come without a cost. The latter translates itself into the loss
of “unitarity” in our framework. Likewise do we define the weight of detection
on a world tube WΣ of spatial hypersurfaces Σt which correspond to the “time
evolution” (towards the future) of a spatial surface Σ, given that the particle
is annihilated at some event y such that y ∈ WΣ. In our philosophy of strong
measurements, as explained in chapter two, we insist that a measurement cor-
responds to a process of renewal which is always associated to an annihilation:
basically, the particle leaves one quantum world and enters another one. Obvi-
ously, the point of annihilation is born after Σ and the size of Σ is always very
small, certainly below the micron scale. Hence, we define

dWΣ
(ψ, y; δ) =

∫
Σt−δ

d3z
√
h(z)

∣∣∣Ty,e0⊥Σψ̃y(z)
∣∣∣2

where ψ̃y|Σ′ = χΣt−δψ|Σ′ , Σt−δ ⊂ Σ′ and y ∈ Σt; Σ′ is a complete spacelike
hypersurface for y meaning that every geodesic emanating from y remains to the
future of Σ′ or crosses it; χΣt−δ is the characteristic function on Σt−δ. Moreover,
Σ′ contains actual space at time δ prior to the happening of the annihilation
process as seen by the measurement apparatus and it is, moreover, assumed
that Σt−δ can be reached by means of a geodesic starting at y at the instant y
is born. Under those conditions, and possibly some slight technical details, one
should be able to show that ψ̃y is unique. This expression gives the probability
for some spot or trace to be found in Σt, whereas the calculation refers to a past
state Σt−δ. So, the determination of the probability that a trace of the particle’s
impact is found in a certain region is fixed at the moment of annihilation, which
means that detection is by no means a simple mechanism. It is a bit like a
wound on your skin which appears some time after you have been hurt. The
reader must obtain the intuition that our process view on spacetime itself is
mandatory for a probability interpretation to be defined, which is logical since
quantum theory itself is a theory of processes. Now, we are all set for our relative
probability interpretation to be defined: the relative amplitude for a particle to
be detected into world tubes WΣi on the slices Σi,ti where WΣ1

∩WΣ2
= ∅ given

annihilation events yi ∈ Σi,ti , is determined by

dΣ1
(ψ, y1; δ)

dΣ2
(ψ, y2; δ)

where ψ is the spacetime state of the particle and y1, y2 happen at the same
time in our process view. There is a lot of new physics in here: for example, the
probability that a “wound” is found in the region Σt depends on the amount
of some processing “time” δ associated to the apparatus. This is still a very
simple model and more complex detection processes can be set up, depending
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upon the nature of the machine.

There remains another relative amplitude to be defined which expresses the
amplitude between the processes of a particle crossing a hypersurface Σi and
then being detected by an apparatus with world tube WΣf at the time it is
annihilated at y. It is given by

dWΣf
(ψx, y; δ)

wΣi(ψx)

and it is a quantity which is really never considered in standard quantum me-
chanics. In the next section, we shall further formalize the remarks of this section
and generalize it to multi-particle theories. We now turn our head towards some
interesting example confirming that our theory is the right one.

5.2 Some interesting example.

What we will show in this section is that while maintaing flatness but imposing
a non-trivial topology, leading to periodicity conditions on the wave vectors
associated to the plane waves defined by the d’Alembertian operator, arises
automatically in our framework due to an infinite winding of geodesics. Let us
study the example of the timelike cylinder R×S1 with coordinates (t, θ) where
θ has to be taken modulo L > 0 and see if only the discretized modes k1 = 2πn

L
for some n ∈ Z play a part in the propagator. The reader has to be capable of
figuring out that

φ(x, ka, y) = ei(
√

(k1)2+m2δt−k1δθ)

[∑
n∈Z

eik
1Ln

]

where
y − x = (δt, δθ)

in the global flat coordinate system. This function is clearly invariant under the
translation δθ → δθ±L and it is therefore well defined on the cylinder. Forming
now a wave packet at x

ψx(y) =
1

(2π)
1
2

∫
dk1ψ̂(k1)φ(x, ka, y) =

1

(2π)
1
2

∫
dk1ψ̂(k1)ei(

√
(k1)2+m2δt−k1δθ)

[∑
n∈Z

eik
1Ln

]

and taking the Fourier transform with

1√
L
ei

2πpδθ
L

gives

ψx(y) =
1

L

∑
p∈Z

(∫ L

0

ψx(y)ei
2πpδθ
L d(δθ)

)
e−i

2πpδθ
L
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and it is easy to calculate that

1

L

∫ L

0

ψx(y)ei
2πpδθ
L d(δθ) =

1

(2π)
1
2L

∫
dk1

∫ +∞

−∞
d(δθ)e

i
(√

(k1)2+m2δt+( 2πpδθ
L −k1)δθ

)
ψ̂(k1).

The latter equals
(2π)

1
2

L
ei
√

( 2πpδθ
L )

2
+m2δtψ̂

(
2πpδθ

L

)
which results in the ordinary Fourier transform

ψx(y) =
(2π)

1
2

L

∑
p∈Z

ψ̂(
2πpδθ

L
)e
i

(√
( 2πpδθ

L )
2
+m2δt− 2πpδθ

L

)
.

So, the winding of geodesics kills of all modes which do not satisfy the global
boundary conditions. A similar result of course holds for the propagator and
the reader may enjoy making that exercise. This example obviously generalizes
to higher dimensional cylinders over the spatial d-dimensional torus Td. This
concludes the shortest chapter of this book, but nevertheless an important one
as it indicates very clearly the line of thought to be followed in the chapters to
come.
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Chapter 6

Spin, two point functions,
probability and particle
statistics.

In Minkowski spacetime, we showed in the previous chapter and the introduction
that the correct two point function for a particle of zero spin is given by

W (x, y) =

∫
d3k

(2π)3 2Ek
eika(ya−xa)

where the signature of the metric is (+ − −−) and k0 = Ek =
√
~k2 +m2.

Another way to write it is

W (x, y) =

∫
d4k

(2π)3
eika(ya−xa)δ(k2 −m2)θ(k0)

where θ(x) = 1 if x ≥ 0 and 0 otherwise. The delta and theta function just
express Einstein’s energy-momentum relationship and the fact that the four
momentum is future pointing whereas the factor eika(ya−xa) has been explained
by means of a geometric process dictated by the principle of Lorentz invariance.
W (x, y) is supposed to be a relational quantity in the sense that it relates the
creation of a particle at x to the annihilation theirof at y so, therefore, we looked
for such a way to define the exponential function. In the previous section, we
dictated that information about the birth of a free particle has to travel freely,
meaning on geodesics; it is our first intention to explain the ramifications of this
choice. Therefore, define the two point function in a general time-orientable
curved spacetime by means of

Wγ(x, y) =

∫
T?Mx

d4k

(2π)3
δ(k2 −m2)θ(k0)φγ(x, ka, y)
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where, again, we do not fix γ to be a (collection of) geodesic(s). This definition
is clearly Lorentz invariant, as it should, and from the equality

φγ(x, ka, y) = φγ(y, ka
′

? , x)

and the fact that the mapping ?(x, y);T ?Mx → T ?My : ka → ka
′

? is an or-
thochronous Lorentz transformation, it follows that

W (x, y) = W (y, x)

as it should. This result does not depend upon the path γ joining x to y; the
following demand however leaves in general just one option open:

W (x, y) = W (y, x)

for all x ∼ y where ∼ stands for being spacelike related. This is our demand
of quantum causality, it says that the amplitude for propagation of a particle
between two spacelike separated points x and y does not depend upon the order
of the points. We now show that if γ is a geodesic between x and y, then
this demand is automatically satisfied. By definition this geodesic must be a
spacelike geodesic (it may be possible for timelike separated points to be joined
by a spacelike geodesic such as occurs on the timelike cylinder); hence

φ(x, ka, y) = eikaw
a

where wawa = 2σ(x, y), wa is tangent to the geodesic at x and σ(x, y) is Synge’s
function. Equivalently,

φ(x, ka, y) = e−iσ(x,y),µe
µ
a(x)ka

as the reader may show or wa = −eaµ(x)σ,µ(x, y). To prove that the associated
two point function satisfies indeed quantum causality, consider the reflection
around wa, the latter is a Lorentz transformation, preserving the sign of k0

if ka is a causal vector and maps kawa to −kawa; hence, W (x, y) = W (x, y)
which proves our assertion. In the case of general paths, the reader may easily
see that this reflection of ka does not need to flip the sign of wµ(s)kµ(s) as this
quantity is not preserved under general transport; the very preservation requires
the geodesic equation to be fullfilled. One can now wonder to what extend the
Klein-Gordon equation still plays a roll; consider that W (x, y) ≡ W (σ,µ(x, y))
satisfies(
�′ +m2

)
W (x, y) = −igα

′β′σ,µβ′α′
∂

∂σ,µ
W (x, y)+m2W (x, y)−gα

′β′σ,µα′σ,νβ′
∂2

∂σ,µ∂σ,ν
W (x, y)

where primed indices refer to y and unprimed to x and all derivatives of σ
are covariant derivatives. The reader now notices that in the coincidence limit
y → x, we have that the left and right hand side reduce to zero where we
use Synge’s rule [σ,µβ′ ] = −gµβ and [σ,µα′β′ ] = 0 where the square brackets
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indicate that the limit y → x is taken. Before we proceed, let us stress that
our point of view is relational in the sense that it is the way we have build
the two point function, the point of view of field operators was absolute in
the sense that propagation is a derived concept of composite entities whereas
here, the bifunction is fundamental. Notice also that the above formula gives
our covariantization of the flat spacetime equation and as anticipated in the
previous chapter, the right hand side is in general not zero; we will come to
other, more substantial deviations later on. Our two point function is natural
in the sense that it only depends upon the geodesics joining the two points which
is as “local” as one may get. There is a useful information interpretation of our
formula which is that the information of the creation of a particle travels on
geodesics possibly exceeding the local speed of light: therefore, the interacting
theory will be constructed as a theory of interacting information currents.

6.1 Spin-0 extended.

So, we have now uncovered why our paths along which information travels
have to be geodesics and why we have to sum over all of them by means of
simplifying assumptions which allowed for the use of Synge’s function. Also,
in the last chapter, we invented a relative probability interpretation which we
introduced for the first time in chapter three. Given the somewhat more general
character of our setup, we will introduce some extra notation needed for future
reference and a tool for the reader to verify the aforementioned properties of the
propagator. In particular, we need to change ka

′

? , being a Lorentz vector at y,
to ka

′

?w = Λ(x,w)a
′

a k
a being a Lorentz vector at y = expx(w) determined by the

parallel transporter Λ(x,w) which is defined by dragging a generic vector over
the geodesic connecting x with y with tangent vector at x given by w. Using
this concept, the reader should be able to prove all desirable properties of the
two point function

W (x, y) =

∫
d4k

(2π)3
δ(k2 −m2)θ(k0)φ(x, ka, y).

Before we come to the general analysis of spin, let me take the condition of in-
ternal temporality into account discussed briefly in the introduction and stating
that to any process going “backwards” in time, there corresponds an amplitude
of a process going forwards in time. Here, the formula that W (x, y) = W (y, x)
for x ∼ y is of great help since it suggests the property of Bose statistics; that
is, if we interchange the properties of two identical spin zero particles, then the
total amplitude remains the same. These remarks could lead to the following
definition of the Feynman propagator:

∆F (x, y) = W (x, y)

if y ∈ J+(x) \ J−(x),
∆F (x, y) = W (y, x)
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if y ∈ J−(x) \ J+(x),

∆F (x, y) =
1

2
(W (x, y) +W (y, x))

if y ∈ J+(x) ∩ J−(x) and ∆F (x, y) = W (x, y) = W (y, x) for x ∼ y. The reader
easily verifies that

∆F (x, y) = ∆F (y, x)

as it should be: it is the Feynman propagator which shall be used in defining the
interaction theory. It is important to notice that we have extended the usual
definition to the case that J+(x) ∩ J−(x) is non-empty, the standard Feynman
propagator only being defined on globally hyperbolic spacetimes. The reader
notices that basically we have no choice but to frame the definition in this way
if we start from the two point function W alone, at least if we want to preserve
bose statistics. However, the novel part is extremely non-local and therefore
of a somewhat “mysterious” physical nature, as we shall argue for later on.
Therefore, this prescription shall be modified in chapter seven; it will turn out
that the Feynman propagator cannot be directly expressed in terms of the two
point function in that case. It is obvious that the singularity structure of our
two point function is of Hadamard type and therefore identical to the one of
the standard Minkowski vacuum; this leads to infinite renormalizations which
one would preferably avoid and this matter will be thoroughly discussed in the
next chapter. One might consider the following regularization of W (x, y):

W (x, y) =

∫
T?Mx

d4k

(2π)3
δ(k2 −m2)θ(k0)e−κRµν(x)kµkν−κRµ′ν′ (y)kµ

′
? k

ν′
? φ(x, ka, y)

if and only if x ∈ J±(y) and for x ∼ y our expression remains unchanged.
Here, we use the fact that kµ?(x,y)?(y,x) = kµ to deduce that W still satisfies

W (x, y) = W (y, x). Here we of course allude to an energy condition of the type
Rµν(x)V µV ν > 0 for any non-spacelike vector and κ > 0 so that the above in-
tegral converges and hence we remove the singularity structure of the two point
function. Physically, this is very appealing since one would expect the gravita-
tional field to give an ultraviolet regulator for quantum physics which is exactly
what the above formula tells you. Minkowski spacetime with its associated in-
finite renormalization difficulties may then be seen as a singular limit where
the gravitational energy condition trivializes. Let me also comment on how the
Heisenberg commutation relations are hidden in our formalism: W (x, x) is an
integral over all on shell-momenta, each with an equal amplitude (in the non-
modified version) of 1 which basically means that if you nail the particle at x,
the momentum is going to be democratically uncertain. This is precisely the
content of Heisenberg’s commutation relation, the gravitationally modified two
point function hence imposes corrections to that backbone of quantum theory.
I think these gravitational modifications are certainly worthwhile studying as
they constitute natural candidates regarding the equivalence principle. Also,
our “equation of motion” for φ(x, ka, y) can be thought of as a covariant substi-
tute for the Schrodinger equation. To violate Bose statistics, it is sufficient for
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information to travel on different paths than geodesics which might be the case
when an external force, such as the one associated to an observer, intervenes.

6.2 General theory of spin.

This section contains the most deviating ideas from conventional quantum me-
chanics in flat space-time where conventional wisdom determines the notion of
spin from an operational point of view attached to global Poincaré transforma-
tions. This is clearly not a viable point of view as a global Poincaré symmetry
is not a symmetry of nature. In our language, we have a globally determined
coordinate system σa(x, y) determined by local Lorentz indices a at x in case
spacetime is geodesically simple and complete. This might suggest to walk the
same route and look for an operational, active, unitary, representation of the lo-
cal Lorentz group for which our Fourier waves would consists spin zero-particles.
However, there is no a-priori reason to do that given the limitations it imposes
on spacetime; more generally, one might want to consider the action of the local
Lorentz group on the tangent vectors at x. Such a point of view would not even
work for the free theory of one particle born at x and annihilated at y given
that both actions are defined with respect to different Lorentz groups and live
in different Hilbert spaces, which shows that the definition of interactions in
such framework would become an impossible thing from the usual point of field
theory. Moreover, in our framework, the action on the tangent vectors w at x
does not necessarily project down to one on spacetime as the action of a Lorentz
transformation on two vectors, which determine the same spacetime point y by
means of the exponential map expx, might result in different points on space-
time. So, our definition of a “local” particle born at x is not commensurable
with the application of an active local Lorentz transformation at x: the reader
might want to give examples where the action of a local Lorentz transformation
would be ill defined as the point would fall outside of spacetime.

By this, I do not intend to say that it is a-priori impossible to try to define
a whole new quantum theory in which interactions are defined in an entirely
different way and the operational formalism has to be extended in order to in-
corporate actions of the local Lorentz group but alas, a universal attempt of
mine in that direction resulted in internal inconsistencies. So, I have tried to
walk that route and generalized the operational definition of spin to the tan-
gent bundle by relying upon ultra-local particle notions living on tangent space,
defined in a different way than what we have done so far for spinless particles
in this book, and I have recieved the lesson that such idea does not work. In
our theory, we simply stick to the reality that a spacetime action of the local
Lorentz group is ill defined and therefore spin cannot be retrieved from such
formalism in the usual way. Therefore, spin has to be associated to bundle
actions of the local Lorentz group requiring finite dimensional representations
of the local Lorentz group which must therefore be non-unitary but which can
always be chosen in such a way that the physically relevant, compact, part is
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represented in a unitary way. Indeed, it is an open question in the standard
approach towards spin why massless particles shouldn’t come in a continuous
spectrum of internal degrees of freedom, something which does not appear in
nature, but which is explained in our approach given that all representations are
finite dimensional. This leads us to the statement that only degrees of freedom
associated to a maximal compact part of the symmetry group can be physically
measured which does not imply that the non-compact part does not influence
the physics, in constrast to what is usually thought in the operational approach.
More precisely, let us unravel spin for the fundamental spin- 1

2 and spin one rep-
resentations: all others following from the latter by means of tensorial products.
Starting at spin one, let ka be the four momentum at x and denote by k⊥ the
complexification of the space of vectors perpendicular to k; then, in case k is
timelike, k⊥ is a three dimensional Euclidean space, with inner product defined
by −ηab, and carrying an irreducible, unitary spin one representation of the
little group1 of k, which is SO(3). In case k is null, k⊥ is a three dimensional
degenerate inner product space, with inner product induced by −ηab, carrying
an irreducible representation of the little group of k, which is the Euclidean
group in two dimensions E(2), from which only the rotation part, with respect
to any timelike vectorfield e0 and spatial axis e3, is unitarily represented. The
action of the translation part of E(2) is given by

ei → ei + αik

and the rotations are given by

ei → Oji ej

where O represents the rotation around e3 and k = e0 + e3. Therefore, in con-
trast to the standard theory, helicity of2 a particle is not necessarily a Lorentz
invariant concept given that the translations play a role too. The only way to
make helicity into a Lorentz invariant concept is to make sure that the k-mode
decouples dynamically from your theory; we will show that this only happens in
some limit where the theory gets ill defined, which is standard quantum field the-
ory on Minkowski. Hence, our version of quantum electrodynamics will always
contain a “ghost” particle of zero helicity, which could potentially be observed
if different geodesics connect two points, as well as the usual Faddeev-Popov
ghosts added to the theory to decouple that “ghost” particle in the unphysical
limit of standard quantum field theory on Minkowski. It will turn out however
that we shall totally eliminate the k-mode from observation as this is needed to
ensure positive probabilities. So far for the fundamental representation of the
Lorentz group and its tensor products: the lesson we received is that the inter-
nal degrees of freedom are associated to irreducible representations of the little
group determined by the hermitian projection operator Pm(k) = δab −

kakb
m2 in

1The little group of ka is defined as the subgroup of the Lorentz group leaving ka invariant.
2Helicity of a massless particle is the half integer number j such that there exists an

eigenvector |j〉 corresponding to the eigenvalue e2πj of the rotation operator O determined by
the e0, e3 plane.
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the massive case and the non-hermitian projection operator P0(k, l) = δab − lakb,
where kal

a = 1, in the massless case. It is important to realize that the last
operator depends upon the vierbein or a supplementary vector la such that

ΛP0(k, l)Λ−1 = P0(k,Λl)

for any Λ in the little group of k. This is in contrast to the massive case where
Pm(k) commutes with the little group of k. We will now turn to the fundamental
Dirac representation of the universal cover of the Lorentz group.

The Dirac representation is defined by means of the γa matrices satisfying

γaγb + γbγa = 2ηab1

and (γa)† = ηaaγa with a special role for γ0 since

γ0(γa)†γ0 = γa.

The generators of spin rotations J ab is given by

J ab =
−i
4
γ[aγb]

and as we all know, the Dirac representation contains precisely two irreducible
spin- 1

2 unitary representations of the little group of k for m > 0, which is in this
case SU(2), where the relationship between the fundamental SL(2,C) action
on spinors on one side, and the action of the Lorentz group on tangent space on
the other, is standard and given by

σaΛabv
b = Λ

1
2 (vcσc)(Λ

1
2 )†

where the σa = (1, σi) constitute the usual Pauli matrices. We are now in-
terested in finding the “self-adjoint” canonical projection operators on those
subspaces. Here, it is necessary that

Λ
1
2P±(k)Λ−

1
2 = P±(k)

for Λ in the little group of k. Using the covariance properties of the γa matrices

ΛabΛ
1
2 γbΛ−

1
2 = γa

we obtain that

P±(k) =
1

2m
(±kaγa +m1)

satisfying
P+(k)P−(k) = 0

and the “hermiticity” properties with respect to the indefinite scalar product

〈v|w〉 = vT γ0w.
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Now, it remains to find a preferred basis for those two dimensional subspaces: for
this purpose, we introduce commuting operators with P±(k) which are defined
by means of an infinitesimal rotation in a two plane perpendicular to k; more
in particular, let m,n denote two unit spacelike vectors perpendicular to k and
one and another, then a generator of rotations in the n,m plane is given by by

R(n,m) = n[amb]J
ab

which constitutes an hermitian operator with respect to the indefinite scalar
product and defines two hermitian projection operators

P±(n,m) =
1

2
(∓4R(n,m) + 1)

satisfying
P+(n,m)P−(n,m) = 0.

Therefore, we can define four canonical, normalized, wave vectors un,m,k;±, vn,m,k;±
as solutions to

P+(k)P±(n,m)un,m,k;± = un,m,k;±

and
P−(k)P±(n,m)vn,m,k;± = vn,m,k;±.

We study these vectors now in somewhat more detail; under a combined Lorentz
and spin transformation, we have that

uΛn,Λm,Λk;± = Λ
1
2un,m,k;±

and likewise for vn,m,k;±. We now choose a Lorentz frame such that k =
me0, n = e1,m = e2; in that case P±(e0) and P±(e1, e2) are also hermitian
operators with respect to the standard Euclidean inner product so that the
ue1,e2,me0;±, ve1,e2,me0;± constitute both an orthonormal basis with respect to
the Lorentzian as well as the Euclidean inner product. In particular, we have
that

1

4

(
γ0 + 1

) (
±iγ1γ2 + 1

)
ue1,e2,me0;± = ue1,e2,me0;±

which reduces to(
1 1
1 1

)(
±σ3 + 1 0

0 ±σ3 + 1

)
ue1,e2,me0;± = 4ue1,e2,me0;±

and therefore

ue1,e2,me0;± =
1√
2

(
χ±
χ±

)
and likewise

ve1,e2,me0;± =
1√
2

(
χ±
−χ±

)
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where σ3χ± = ±χ± and χ†±χ± = 1. The reader might want to explicitely verify
all orthogonality properties; we now come to the important conclusion that

un,m,k;α
T γ0un,m,k;β = δαβ , vn,m,k;α

T γ0vn,m,k;β = −δαβ , un,m,k;α
T γ0vn,m,k;β = 0.

The reader should notice that changing n,m but keeping k fixed determines pre-
cisely the same subspaces. Hence, assuming that nature forbids superpositions
of states

aun,m,k;α + bvn,m,k;β

one obtains a canonical, Lorentz invariant probability interpretation by means
of the “Wick rotation”

〈uk|u′k〉p = uTk γ
0u′k, 〈vk|v′k〉p = −vTk γ0v′k, 〈uk|vk〉p = 0

and we shall work out this idea further on in the next section. The generalization
towards tensor products is again obvious.

6.3 Spin-1
2 particles.

We shall now treat the theory of spin- 1
2 particles in full detail in a similar way as

we did for spin-0 particles. First, we construct a canonical Schrodinger equation
to define the propagator as well as fundamental Fourier waves (particle notions)
and then proceed with the generalization of the probability interpretation ex-
plained in the previous chapter. Again, we completely abandon the “quantum
field” viewpoint here and derive the entire theory from a novel implementation
of well known physical principles. That is, we aim further and try do derive well
known results of the free theory in flat Minkowski without ever speaking about
Hamiltonians, field operators, action principles and so on. So, what I propose is
a nouvelle cuisine for quantum theory: a purely geometrical framework with a
realist ontology. Since we work in a general curved spacetime, we need a Lorentz
connection ωaµ b and the reader may verify that the associated spin connection
is given by

ωkµj = iωµab(J ab)kj
where the k, j : 0 . . . 3 denote spinor indices and the generator of spin rotations
Jab has been introduced before. Therefore, the spin covariant derivative looks
like

∇sµ = ∇µ + ωaµb + iωµab(J ab)kl
where ωaµb is given by

ωaµb = −eνb∇µeaν
and one may directly verify the antisymmetry property

ωµab = −ωµba.
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Coming back to the main line of our story, we would like to introduce a function
φm(x, ka, y)ij′ where primed indices again refer to y and m is the mass of the
particle such that

W (x, y)ij′ =

∫
T?Mx

d4k

(2π)3
δ(k2 −m2)θ(k0)φm(x, ka, y)ij′

denotes some “propagator”. Upper indices refer to spin properties of a vec-
tor while lower indices to those of a covector and moreover, annihilation and
creation always go in a vector-covector pair. We agree that particle creation
corresponds to a covector in the propagator while antiparticle creation corre-
sponds to a vector. So, the above propagator might signify the amplitude for an
anti-particle to be created at x, with spin component i, and be annihilated at y

with spin component j′. Likewise, we should have an amplitude ψm(x, ka, y)j
′

i

to denote the “propagation” of a particle from x, with spin i towards y with
spin j′. Now, one might also interpret the amplitude φm(x, ka, y)ij′ as a number
associated to the birth of an anti-particle at x and a particle at y, where at
the moment y is born as an event, the anti-particle does not belong to the uni-
verse anymore. Such an interpretation is forbidden in quantum field theory on
Minkowski given that it would violate charge conservation. In our framework
on a general spacetime however, there is no conserved current, and therefore no
a-priori reason why an anti-particle cannot be born out of a particle. We shall
see that such effect really does exist, but it is very small and depends upon the
strength of the gravitational field. To fix the propagator, we will proceed in the
same way as for the particle of zero spin, arguing what the coincidence limit
φm(x, ka, x) should look like and then solve for the entire spacetime by using
the Schrodinger equation associated to (geodesic) paths γ:

D′s

dt
φ(x, ka, γ(t))ij′ = iγ̇µ(t)kµ(t)φ(x, ka, γ(t))ij′ .

Indeed, the latter is our replacement for the Dirac equation and we will study its
solution later on. Let us start by the most straightforward principles of which
the first does not necessarily need to be satisfied in a general curved spacetime
but it is for sure true in Minkowski due to spatial homogeneity. That is, the
coincidence limit φm(x, ka, x)ij does not depend upon x and it transforms in the
adjoint representation of SL(2,C) meaning that

φm(x, (Λk)a, x) = Λ
1
2φm(x, ka, x)Λ−

1
2 .

The latter requirement, taken together with our generalized Schrodinger equa-
tion, ensures that the definition of the propagator shall be independent of the
Lorentz frame chosen. Both conditions, taken together, imply that our only
building blocks are kaγ

a and m1 and since we only work with on shell mo-
menta, φm(x, ka, x) may be chosen of the form α(kaγ

a + βm1) where α and β
are complex numbers: the mass dimension should be zero so that the limit of
zero mass gives a nonvanishing result. Now, we arrive at our third and most
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important principle which says that the creation and annihilation of both a
particle and antiparticle with the same four momentum should give a vanishing
amplitude on shell when summing over all internal spin degrees of freedom, that
is:

φm(x, ka, x)ψm(x, ka, x) = ψm(x, ka, x)φm(x, ka, x) ∼ (k2 −m2).

This gives that φm(x, ka, x) = α(kaγ
a±m1) and ψm(x, ka, x) = α′(kaγ

a∓m1).
Finally, we have our fourth condition which I call the positive energy condition,
which says that

1

4
Tr(γ0φm(x, ka, x)) = k0 =

1

4
Tr(γ0ψm(x, ka, x))

which states that the energy of a particle equals the zero’th component of its
momentum vector. This further limits α = α′ = 1; so we are left with

φm(x, ka, x) = (kaγ
a±m1) = ±2mP±(k), ψm(x, ka, x) = (kaγ

a∓m1) = ∓2mP∓(k)

and we now agree that the particle propagator ψm(x, ka, x) should come with
positive mass meaning that our particle wave vectors are given by un,m,k;±
whereas the anti-particle wave-covectors are given by vn,m,k;±

T γ0 as we shall
discuss in more detail later on. This ends our discussion of the coincidence limit;
our novel principles have brought us to matrices which equal ±2mP±(k) giving
the propagator a dimension of mass3 in contrast to the propagator for a spin-0
particle.

Now, we come to the integration of the Schrodinger equation: the latter is

easy and natural and before giving its solution, denote by (Λ
1
2 (x,w))j

′

i the spin
holonomy attached to the geodesic from x to y = expx(w) determined by tangent
vector w and similarly for (Λ(x,w))b

′

a the associated Lorentz holonomy. Thus
given our initial conditions, the solutions to the “equation of motion” read

φ̃m(x, ka, w)ij′ = (ka(γa)ir −mδir)(Λ−
1
2 (x,w))rj′ φ̃(x, ka, w)

and
ψ̃m(x, ka, w)j

′

i = (Λ
1
2 (x,w))j

′

r (ka(γa)ri +mδri )φ̃(x, ka, w).

We will now prove a remarkable property which shows that quantum causality,
as it is usually understood, holds for this propagator. Indeed, the very structure
of our formulae suggests that there may be a relationship between ψ̃m(x, ka, w)
and φ̃m(y, ka

′

?w,−w?w) where, as before, ka
′

?w = (Λ(x,w))a
′

b k
b. Indeed, a small

calculation reveals that

φ̃m(y, ka
′

?w,−w?w)j
′

i = (kb((Λ(x,w))−1)ba′(γ
a′)j

′

k′ −mδ
j′

k′)(Λ(x,w)
1
2 )k
′

i φ̃(y, ka
′

? ,−w?w)

= (Λ
1
2 (x,w))j

′

l

(
kb(γ

b)li −mδli
)
φ̃(x, ka, w)

where we have used on the first line that Λ
1
2 (x,w) = (Λ

1
2 (y,−w?w))−1; in

the second line, we used covariance of the gamma matrices under joint spin
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and Lorentz transformations as well as the previous established formula for
φ̃(x, ka, w). Now, the way in which this formula becomes useful is by means of
the particle and antiparticle propagators:

Wp(x, y)j
′

i =

∫
T?Mx

d4k

(2π)3
δ(k2 −m2)θ(k0)ψm(x, ka, y)j

′

i

and

Wa(x, y)ij′ =

∫
T?Mx

d4k

(2π)3
δ(k2 −m2)θ(k0)φm(x, ka, y)ij′

where, as before,

ψm(x, ka, y)j
′

i =
∑

w:expx(w)=y

ψ̃m(x, ka, w)j
′

i

and likewise for φm(x, ka, y). Indeed,

Wa(y, x)j
′

i =
∑

w:expx(w)=y

∫
T?My

d4k?w
(2π)3

δ(k2
?w −m2)θ(k0

?w)φ̃m(y, ka
′

?w,−w?w)j
′

i

=
∑

w:expx(w)=y

(Λ
1
2 (x,w))j

′

l

∫
T?Mx

d4k

(2π)3
δ(k2 −m2)θ(k0)

(
kb(γ

b)li −mδli
)
φ̃(x, ka, w)

and we concentrate now on points x ∼ y which are exclusively connected by
spacelike geodesics. In that case, we could write

φ̃(x, ka, w) = eikaw
a

where wa is the spacelike tangent at x to the geodesic connecting x with y.
Choosing now for each term a different Lorentz frame at x such that the vector
w is parallel to the three axis e3; we perform, as before, a reflection around w
given by k3 → −k3 to obtain

(Λ
1
2 (x,w))j

′

l

∫
T?Mx

d4k

(2π)3
δ(k2 −m2)θ(k0)

(
kb(γ

b)li − 2k3(γ3)li −mδli
)
eik3w

3

where eik3w
3

= φ̃(x, ka, w). Summing this formula with the corresponding part

of Wp(x, y)j
′

i in the same frame gives

(Λ
1
2 (x,w))j

′

l

∫
T?Mx

d4k

(2π)3
δ(k2 −m2)θ(k0)

2
∑
j=0...2

kj(γ
j)li

 eik3w
3

which is immediately seen, due to the antisymmetry of some part of the inte-
grand under k1, k2 → −k1,−k2, to reduce to

(Λ
1
2 (x,w))j

′

l (γ0)lii

∫
T?Mx

d3k

(2π)3
eik3w

3
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where the last integral equals δ3(wa) which proves that

Wp(x, y)j
′

i +Wa(y, x)j
′

i = 0

in any local Lorentz frame. This constitutes a proof of the well known state-
ment that the amplitude for a particle with spin i to travel form x to y and
be annihilated with spin j′ equals the amplitude for an antiparticle with spin
j′ to travel from y to x where it is annihilated with spin i. The very mi-
nus sign reveals that spin- 1

2 particles are fermions, meaning that exchang-
ing two particles comes with a minus sign; this constitutes the proof of the
spin statistics theorem in our setting at least for spin-0 and spin- 1

2 particles.
As before, we can now define the Feynman propagator for particle propa-

gation ∆F,p(x, y)j
′

i = Wp(x, y)j
′

i (x, y) if y ∈ J+(x) \ J−(x), −Wa(y, x)j
′

i if

y ∈ J−(x) \ J+(x), 1
2

(
Wp(x, y)j

′

i (x, y)−Wa(y, x)j
′

i

)
if y ∈ J+(x) ∩ J−(x)

and Wp(x, y)j
′

i = −Wa(y, x)j
′

i if x ∼ y. We also could define a Feynman propa-
gator for anti-particle propagation as ∆F,a(x, y)ij′ as before by replacing p with

a and the reader immediately notices that ∆F,a(x, y)ij′ = −∆F,p(y, x)ij′ as is the
case in Minkowski quantum field theory. The same comment as for the spin-0

case applies to the determination of ∆F,p(x, y)j
′

i in case y ∈ J+(x) ∩ J−(x);
we shall adequately correct this expression in the next chapter. This concludes
our discussion of the free Fermi theory and the reader notices that all salient
features of the standard Minkowski theory have been saved. We can now, as in
the previous case suggest gravitational modifications of the two point function
for causally related points such that causality remains valid but the singularity
structure of the propagator changes. The way to do this is exactly identical
to the one suggested before for the scalar two point function and therefore, we
do not have to discuss this further on here. Evidently, our propagator does not
satisfy the Dirac equation anymore and the reader is invited to investigate if the
latter would still hold in the coincidence limit y → x just as the Klein Gordon
equation did for the scalar two point function.

We end this section by giving all relevant details of the probability interpre-
tation. Basically, we proceed here in the same way as in the previous chapter
regarding the spin zero particle; it is obvious that the correct particle notions
at x are given by

un,m,k;±(x, y) =
∑

w:expx(w)=y

Λ
1
2 (x,w)un,m,k;±e

ikaw
a

where n,m, k ∈ T ?M and for vn,m,k;±(x, y), the latter is given by

vn,m,k;±(x, y) =
∑

w:expx(w)=y

Λ
1
2 (x,w)vn,m,k;±e

−ikawa .

The reason for the minus sign in the exponential is due to the fact that it is the
covector

vn,m,k;±(x, y)
T
γ0
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which represents an anti-particle. Therefore, superpositions of u and v waves
are physically meaningless which expresses itself mathematically by the fact
that v waves get annihilated by the particle propagator in Minkowski. Unlike
in Minkowski, it is possible in a general curved spacetime that the propagator,
with respect to a spatial hypersurface Σ to the “future”, in the process sense, of
the point of creation x contains vn,m,k;α(z, z′) modes with respect to the point
of creation z. Indeed, this is a novel effect in our physics which we shall explain
intuitively now, but which shall be made clear later on; usually, the process of
propagation is associated with a particle being created at x and being annihi-
lated at y; but then, why would we not write down something like W (x, y)ij

′
?

The point is that one cannot find a suitable mathematical object akin to (γa)ij
with two contravariant spinor indices. But then, nothing forbids us to “asso-

ciate” Wp(x, y)j
′

i to an amplitude correlating the birth of a particle at x with an
anti-particle being created at y, together with a measurement apparatus show-
ing a “reaction” because of this. Typically, one would expect the state of such
measurement apparatus to change in way as to have approximate charge conser-
vation during the entire process: that is, the measurement appartus increases
its particle number by two. This is new physics and I have described schemes
in this direction already in previous publications; it is somehow amusing to see
that this issue comes back under a different guise. Of course, this interpretation
can also hold for “virtual” process in interactions given that the integration of
the interaction vertex over (a portion of) spacetime allows for u, v couplings
to occur. This is to be expected given that “propagation” acting on a wave
function constitutes a process of annihilation and recreation, which is different
than a process of creation and annihilation, and has therefore a similar status
than measurement has. The correct candidate for a scalar product in Minkowski
being given by

〈un,m,k;α(x, y)|un′,m′,k′;β(x, y)〉 = (2π)3 k
0

m
δ(~k − ~k′)〈un,m,k;α|un′,m′,k;β〉p

〈vn,m,k;α(x, y)|vn′,m′,k′;β(x, y)〉 = (2π)3 k
0

m
δ(~k − ~k′)〈vn,m,k;α|vn′,m′,k;β〉p

〈un,m,k;α(x, y)|vn′,m′,k′;β(x, y)〉 = 0

and as before, we look for a spacetime realization of this. The reader should
make the following exercise prior to proceeding, which is that

u†n,m,k;αun′,m′,k;β =
k0

m
〈un,m,k;α|un′,m′,k;β〉p

v†n,m,k;αvn′,m′,k;β =
k0

m
〈vn,m,k;α|vn′,m′,k;β〉p

u†n,m,k;αvn,m,S(k);β = 0

where in the last line S(k) denotes the spatial reflection with respect to the
given vierbein. These relations constitute the replacement, with respect to
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the standard Euclidean product defined by the vierbein, of the orthogonality
relations of the on,m,k;α vectors with respect to the indefinite product. The
reader should now use these to show that

〈on,m,k;α(x, y)|pn′,m′,k′;β(x, y)〉 =

∫
Σ

d3~y on,m,k;α(x, y)†pn′,m′,k′;β(x, y)

where Σ is an inertial Cauchy surface in Minkowski with a unit normal given
by e0. One immediately verifies that in Minkowski∫

Σ

d3~y Wp(y, z)γ
0un,m,k;α(x, y) = un,m,k;α(x, z)

and likewise so for vn,m,k;α(x, y)
T
γ0 and Wa(y, z).

These formula suggest the appropriate definition of propagation, detection and
traversing on a general curved spacetime. Here, we will only treat the detection
process since the remainder is analogous to the previous chapter and I insist to
highlight the difference in interpretation hinted at above given that “detection”
may give rise to two different situations which need to be treated orthogonally:
(a) annihilation of a particle (anti-particle) or (b) creation of an anti-particle
(particle). As usual, we consider a world tube WΣ cut out by an “irreducible”
component of the measurement apparatus and consider the slice Σt of the actual
now at the moment the point z of annihilation or creation is born. Then, as
before, we argue that we can match the particle spinor wave, born at x, on
Σ′, where Σt−δ ⊂ Σ′ and the latter is a complete spacelike hypersurface with
respect to z, with a unique spinor wave defined with respect to z. Now, we split
the latter into two pieces, one of the form u(z, y) and another one of the form
v(z, y). The respective weights we are looking for then are

dWΣ,(p,a)(Ψ, z; δ) =

∫
Σt−δ

d3y
√
h(y)u(z, y)†u(z, y)

for particle annihilation at z and

dWΣ,(p,c)(Ψ, z; δ) =

∫
Σt−δ

d3y
√
h(y)v(z, y)†v(z, y)

for anti-particle creation at z. Here, the scalar products are defined with respect
to a vierbein such that e0 is the unit normal to Σt−δ: the residual local SU(2)
symmetry leaving the scalar product invariant. We finish this chapter by giving
a treatment for spin-one particles.

6.4 Spin 1 “gauge” particles.

In contrast to what one may expect, the two point function for massless spin-1
particles is extremely easy to guess, even when they carry another charge such as
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is the case for non-abelian gauge theories. We do not speak anymore in terms of
gauge transformations which were necessitated by the quantum field viewpoint
but we derive the main formula for the two point function and the Feynman
propagator from two simple demands. The reader should appreciate the plain
simplicity of the construction as the computation of the two point function
for non-abelian gauge fields in standard quantum field theory is a matter of
laborious work, the proof that gauge particles satisfy bosonic statistics being
evident. Hence, we are interested in computing a quantitity

Wαβ′

µν′ (x, y) =

∫
T?Mx

d4k

(2π)3
δ(k2)θ(k0)ψ(x, ka, y)αβ

′

µν′

and again, we derive the correct form of the two point function. Note here
that our group transformations are global transformations and therefore do not
depend upon the spacetime point; so, the indices α, β′ stands for the adjoint
representation of the compact simple Lie group whose algebra is defined by

[tα, tβ ] = ifγαβtγ

where fαβγ = fδαβgδγ is totally antisymmetric and the positive definite invariant
Cartan metric is given by gαβ . The fact that we do not make any distinction
between covariant and contravariant vectors is due to the possibility to raise and
lower indices with both metrics gµν and gαβ . Let us study the coincidence limit

y → x of ψ(x, ka, y)αβ
′

µν′ first. Since there is no mass parameter, the only object

of mass dimension zero which we can write down is a multiple of gµνg
αβ , the

only other term one can write down on shell has mass dimension squared and

is given by a multiple of kµkνg
αβ . So here, we make our first law, ψ(x, ka, y)αβ

′

µν′

has mass dimension zero and we can absorb any positive, real constant in the
definition of the Cartan metric; so we obtain that

ψ(x, ka, x)αβµν = −gµνgαβ

where the minus sign originates from the fact that the vectors of helicity ±1
should come with a plus sign. Writing out our Schrodinger equation is extremely
easy

D′

dt
ψ(x, ka, γ(t))αβ

′

µν′ = i [γ̇(k)] (t)ψ(x, ka, γ(t))αβ
′

µν′

and when γ(t) is a geodesic, the solution is given by

ψ(x, ka, y)αβ
′

µν′ = −gµν′(x, y)φ(x, ka, y)gαβ
′

where gµν′(x, y) denotes the parallel transport of the metric along the geodesic.
The latter can be written as a composition of the Van Vleck matrix with Synge’s
function and since the metric is covariantly constant one has that gµν′(x, y) =
gν′µ(y, x). In case multiple geodesics join x and y, we obtain that

Wαβ′

µν′ (x, y) = −
∑

w:expx(w)=y

gµν′(x,w)gαβ
′
W (x,w)
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where W (x,w) =
∫

d3k
(2π)3 δ(k

2−m2)θ(k0)eikaw
a

, which shows that the two point3

function for spin-1 particles transforming under a global, compact symmetry
group is determined by the two point function of the scalar theory, a transporter
and the Cartan metric. From our previous results and the symmetry of the
transporter as well as the Cartan metric it follows that

Wαβ′

µν′ (x, y) = W β′α
ν′µ (y, x)

for x ∼ y so that our theory satifies quantum causality and has bosonic exchange
properties. Clearly, massless spin-1 particles are their own antiparticles as there
exists only one two point function and not two. Let us better understand the
magic which happened here: instead of following the quantization procedure of
a theory with a local gauge symmetry and impose a gauge, we simply took the
transformation group of the quantum numbers to be a global one. This is a
meaningful point of view since those numbers themselves do not correspond to
any force field, they are attributes of particles which is something different. It
is possible to introduce classical gauge fields and introduce a dynamical gauge
bundle so that we have to use the holonomies associated to this gauge field.
This would be new physics and I hold it entirely possible that the future may
lead us there; for now, we obtain on one sheet of paper a result which can be
found in every textbook and which requires a long introduction to derive. As
mentioned in the previous section, the structure constants fαβγ and Cartan
metric gαβ will be used to build interactions, everything is perfectly consistent
with quantum chromo dynamics and quantum electro dynamics. The Feynman

propagator ∆αβ′

F µν′(x, y) has precisely the same prescription as is the case for
spin-0 particles, which concludes the discussion for spin-1 particles. We now
come to the discussion of Faddeev-Popov ghosts; first, let us ask ourselves why
we insist upon spin-1 particles to transform in the adjoint representation and
spin- 1

2 in the defining one. The general reason is that it allows us to write down
intertwiners of the kind

(γa)ije
µ
a(x)(tα)mn

and as the reader may verify, this is the only way to couple spin-1 and spin- 1
2

particles. This leaves us with the question of coupling spin-0 particles to spin-1,
the relevant intertwiner is given by

fαβγ∇µ

where the derivative acts on the gauge boson propator only and therefore these
spin-0 particles should transform as a vector in the adjoint representation; more-
over they should have fermionic exchange properties since fαβγ is totally anti-
symmetric. Such particles could be coupled to ordinary spin- 1

2 matter though
by means of the intertwiner

fαβγ(tα)mn δ
i
j

3The fact that we need the Cartan metric for the construction of the two point function is
precisely the reason why the Lie group had to be compact and simple in the first place.
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and it is very easy to derive the unique propagator, using complex numbers only
and having the correct transformation properties,

Wαβ(x, y) = gαβW (x, y)

which suggests that we made an error since the associated particles behave like
massless bosons instead of fermions. It is, however, very easy to correct for this
deficit by constructing propagators with the Grassmann numbers; the resulting
expressions being

Wp(x, y) = θ(x)θ(y)gαβW (x, y)

and
Wa(x, y) = θ(x)θ(y)gαβW (x, y).

We now finish this chapter by discussing particle notions as well as the proba-
bility interpretation.

From our Schrodinger equation, it follows that particles born at x are deter-
mined by

φm,k;ν′(x, y) =
∑

w:expx(w)=y

(Λ(x,w)−1)µν′mµe
ikaw

a

where kµmµ = 0. Here, the reader notices that the longitudonal modes kµ can
come to life if there are different geodesics connecting x with y since

−gµ′ν′(y)Λ(x,w)µ
′

µ k
µΛ(x, v)ν

′

ν k
ν < 0.

This is fairly problematic as the resulting norm becomes of indefinite nature,
something we should wish to avoid. We have a similar problem as in the case
of spin- 1

2 particles since there is no reason why the restriction of a particle
wave, born at x, to some Σ′ could be written as the restriction of a particle
wave annihilated at z. In the case of spin- 1

2 particles, we could understand
this situation by means of the anti-particles created at z but there is no such
luxury at hand here. We shall be ruthless here and eliminate the null modes as
well as our problem of non-compatible particle notions by employing the SO(3)
class of vierbeins associated to the surface Σ′. Indeed, the latter determines
a preferred timelike vector field e0 and therefore a preferred notion of helicity
vectors belonging to T ?Σ′; more precisely, we define the equivalent of the Tx,e0
mapping in the spin-0 case by means of

Tx,e0(Λ(x,w)−1)µν′mµe
ikaw

a

=
√
k0′Pka′=Λ(x,w)a

′
b k

b;e0
((Λ(x,w)−1)µν′mµ)eikaw

a

where kµ
′
mµ′ = 0, k0′ is the component of ka

′
with respect to e0 and Pka′ ;e0

projects a covector on the space orthogonal to kµ′ and e0µ′ . Here,

(Λ(x,w)−1)µν′mµe
ikaw

a
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is to be seen as a covector-valued function in the complexification of T?My,
where y = expx(w), in the vector variable wa ∈ T ?Mx. Hence we define,

Px,e0

 ∑
w:expx(w)=y

∫
d3kψ̂(k)

∑
mi:miµk

µ=0,i=1...3

(Λ(x,w)−1)µν′mµe
ikaw

a

 =

∑
w:expx(w)=y

∫
d3k ψ̂(k)

∑
mi:miµk

µ=0,i=1...3

PΛ(x,w)a
′
b k

b;e0
((Λ(x,w)−1)µν′mµ)eikaw

a

and we suggest now that under reasonable conditions the function space

Sx(Σ′) = {y ∈ Σ′ → Px,e0⊥Σ′Φx(y)|Φx is a spin one wave defined atx}

is independent of x. That is,

Sx(Σ′) = Sz(Σ′).

Under these conditions, we find some Φz such that y ∈ Σ′ → Pz,e0⊥Σ′Φz(y)
equals y ∈ Σ′ → Px,e0⊥Σ′Φx(y). The corresponding probability interpretation
then being given by the scalar product

〈Ψz(y)|Φz(y)〉 = −
∫

Σ′
d3y

√
h(y)gµ

′ν′(y) (Tz,e0⊥Σ′Ψz(y))µ′(Tz,e0⊥Σ′Φz(y))ν′

which coincides with the version in Minkowski. The reader may check from here
that the formula for propagation is given by

(PΣ(Ψx))α′′ (z) = −
∫

Σ

d3y
√
h(y)gµ

′ν′(y) (Tx,e0⊥ΣΨx(y))µ′(Tz,e0⊥ΣW (z, y)α′′ν′)

and we shall have more to say about this in chapter eight; the treatment of
gravitons also being postponed to that chapter.
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Chapter 7

Old problems requiring new
physics.

In this chapter, we shall work our way towards an appropriate definition of the
interacting theory, everything we said so far relating to the free theory. In the
best quantum field theory books, one formally derives constraints on the possi-
ble interactions which leads one to the field picture and the dogma of relativistic
causality. The latter, which says that physically realistic observables, located at
spatially seperated events, must commute is however totally unnecessary: the
commuting of the field operators for bosonic particles, which is mandatory for
a Lorentz covariant scattering matrix, is by no means a sign that all realistic
observables should commute. In particular, it would imply that the projection
operator on the distributional state of a particle created at x is not an observ-
able and neither is the propagator. However, the field picture has many more
problems given that its defining constituents are not well defined as is the case
in our approach so far which matches field theory exactly on a Minkowski back-
ground. So far, we have argued that the “correct” two point function for a
spin-0 particle in a general curved background spacetime is given by

W (x, y) =

∫
T?Mx

d4k

(2π)3
δ(k2 −m2)θ(k0)φ(x, ka, y)

where
φ(x, ka, y) =

∑
wa∈TMx:expx(w)=y

eikaw
a

where the exponential map is defined as usual. In Minkowski spacetime, this
expression is given by

W (x, y) =

∫
T?Mx

d3k

2(2π)3
√
~k2 +m2

eika(ya−xa)

which may be computed further by making a distinction between the spacelike,
null, and timelike case. For spacelike ya−xa, one may choose the Lorentz frame
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such that ya − xa =
√

(y − x)2e3 resulting in

W (x, y) =

∫
T?Mx

d3k

2(2π)3
√
~k2 +m2

eik
3
√

(y−x)2
=

1

8π2

∫ ∞
0

r dr

∫ +∞

−∞
dk

1√
k2 + r2 +m2

eik
√

(y−x)2

=
∞
4π
δ(
√

(y − x)2)

where we performed the r integration prior to the k integration which does
not only give the wrong answer but also shows that the original “integral”
cannot be computed by appealing to Fubini’s theorem in this coordinate system
and therefore, the Lebesgue integral does not exist. Indeed, no momentum
integral in standard field theory exists in the sense of Lebesgue as one considers
integration of widely fluctuating functions which do not go sufficiently fast to
zero at infinity so that the positive and negative, real and imaginary parts of
the integrand do not give finite integrals by themselves. In fact, there does not
exist a straightforward way how to define this expression. It does exist as a
bi-distribution however:

W (f, g) =

∫
M
dx

∫
T?Mx

d3k

2(2π)3
√
~k2 +m2

∫
M
dy eika(ya−xa)f(x)g(y)

or

W (f, g) =

∫
R3

d3k

2(2π)3
√
~k2 +m2

∫
M×M

dx dy eika(ya−xa)f(x)g(y)

since all tangent spaces are isomorphic and both definitions agree for smooth
test functions f, g of compact support, where the integrals are taken in the order
indicated in the above expressions. In the literature W (x, y) is often presented
as a smooth function W̃ (x, y) with a delta distribution on the light-cone; this
representation however holds only when contractions with Schwartz functions
f, g are made, in either

W (f, g) =

∫
M×M

f(x)g(y)W̃ (x, y)

and the reader may easily find out that W̃ (x, y) is given by special Bessel func-
tions. Indeed, for x, y spacelike, we have that

W̃ (x, y) :=
m√

(x− y)24π2

∫ ∞
0

dk√
k2 + 1

k sin(km
√

(x− y)2)e−εk
2

=
m√

(x− y)24π2
K1(m

√
(x− y)2)

as a formal expression. Indeed, it is fairly easy to check by means of partial
integration that K1(z) satisfies Bessels equation

z2K̈1(z) + zK̇1(z)− (z2 + 1)K1(z) = 0

with appropriate boundary conditions. However, W̃ (x, y) is not absolutely in-
tegrable given that it does not vanish at infinity (it remains constant on space-
like hyperbolae). Therefore, one cannot extend the definition of W̃ (x, y) from
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Schwartz functions to smooth L2 functions of non-compact support as one would
expect of realistic wave packages. However, it is worthwhile to mention that
K1(z) diverges as 1

z at z = 0 and goes to zero as e−z at z = +∞. Indeed,
coming back to the formal integral representation of K1(z) one may consider
the effect of smoothening out with a Schwarz function of compact support as
cutting off the integral at high momenta so that only the lower momenta count;
this cutoff can be computed by means of a square contour in the complex plane
which goes form 0 to R to R+iπ2 to iπ2 to 0 in the variable α where k = sinh(α).
The large vertical integral oscillates in a bounded way for large R but becomes
irrelevant in the limit for R to infinity when smeared out with test functions
while the vertical integral from 0 to π

2 is irrelevant. In this way, it can be shown
that the Schwartz kernel K1(z) corresponds to the integral

K1(z) =

∫ ∞
0

dt cosh(t)e− cosh(t)z

and it is easy to see that this expression diverges as 1
z if z approaches zero.

Hence, K1(z) is not uniformly bounded and therefore the best kind of duality
one may set up is one of L1

loc which are the absolutely integrable functions of
compact support disjoint from the lightcone. To construct interactions, we need
to calculate the Feynman propagator, which has been defined in full generality
before, and has a formal integral representation on Minkowski as

∆F (x, y) =

∫
d4k

(2π)4

eika(ya−xa)

k2 −m2 + iε

where ε is a positive infinitesimal which may be taken to zero after all compu-
tations have been performed. Hence, integrals of the kind∫

dx dv dy dz∆F (v, x)∆F (w, x)∆F (y, x)∆F (z, x)f(v, w, y, z)

are well defined since all logical orders1 of integration give the same result for
entire complex analytic f with exponential falloff on the real section towards
infinity. I am not aware if such special functions are really needed to obtain
this result but it certainly allows one to appeal to the residue theorem for
complex analytic functions in order to compute the result2. Even stronger,
the above integral exists in a distributional sense for ordinary multidimensional
plane waves as the reader may easily compute. Loops, however, are not well
digested since one cannot give direct meaning to∫

M×M
dx dy∆F (x, y)2f(x, y)

1By logical, we mean any order which gives a well defined, finite, result.
2It would be interesting to have a result regarding the existence of the above integral if f

were merely a Schwartz function.
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with f(x, y) an absolutely integrable function, not necessarily of compact sup-
port3. Alternatively, one might suggest that the correct expression to compute
is given by ∫

M×M
dx dy ∆̃F (x, y)2f(x, y)

where ∆̃F is the smooth distribution constructed before. Taking for f(x, y) =
ei(p+q)x+i(k+l)y, one notices that for x ∼ y the integral reduces to

δ4(k + l + p+ q)

∫
(y−x) spacelike

d(y − x)
m2K2

1 (y − x)

16π4(y − x)2
ei(k+l)(y−x)

and by an appropriate change of variables

t = r sinhα

x = r coshα sin θ sinψ

y = r coshα sin θ cosψ

z = r coshα cos θ

which reduces the metric to

ds2 = −dr2 + r2dα2 − r2 cosh2 αdθ2 − r2 cosh2 α sin2 θdψ2

and the volume form to

r3 cosh2 α sin θdαdθdψdr

one obtains that the latter integral reduces to

I(k + l) =

∫
dr dα coshα

m2K2
1 (r)

4π3t0 sinhα0
eit0 coshα0 r sinhα sin(t0 sinhα0r coshα)

3This follows easily from∫
d4kd4l

f̂(−k − l, k + l)

(k2 −m2 + iε)(l2 −m2 + iε)
=

∫
d4r d4k

f̂(−r, r)
(k2 −m2 + iε)((r − k)2 −m2 + iε)

and for S-matrix elements f(x, y) = ei(p+q).xei(r+s).y where p, q are the on-shell incoming
momenta and r, s the on-shell outgoing momenta so that

f̂(k, l) = δ4(k + p+ q)δ4(l + r + s)

and therefore f̂(−k − l, k + l) = δ4(k + l + r + s)δ4(p + q + r + s). It is easy to see that for

generic absolutely integrable and differentiable f̂ , the above integral is ill defined as∫
d4k

(k2 −m2 + iε)((r − k)2 −m2 + iε)

is for generic r. This is most easily seen by application of the residue theorem and noticing
that one is left with integrals of the kind∫

d3k

|k|2 +m2

which are linearly divergent.
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where k + l = t0(coshα0, 0, 0, sinhα0). It is clear, again, that this integral does
not exist in the Lebesgue sense but one might wish to regard it as a distribution
in k + l where k, l are on-shell. As before, we may extract a kernel Ĩ(k + l) in
the dual sense and equate the integral to that expression. However, in general,
one superposes wave packages of such on-shell plane waves which do not have
compact support in momentum space and therefore, even this method will fall
short in the end although it can be consistenly applied on a much higher level
than is usually argued for in standard QFT textbooks. The lightcone will give
trouble since there we do have a δ((y − x)2) distribution in the formula for
∆̃F (x, y) and the square of that is of course ill defined; one might, however,
wish to ignore these contributions and effectively “cut out” the null cone. How-
ever, such procedure seems to be hard to motivate from a physical point of view
and we will proceed in a way which makes the propagator well defined in the
Lebesgue sense so that W and W̃ coincide and are smooth functions. In a gen-
eral renormalization procedure, one takes “particular sums” of such nonsensical
integrals, performs an associated ad-hoc analytic continuation, and makes the
result finite by means of a redefinition of the bare parameters with an infinite
amount. This happens, for example, in φ4 field theory regarding corrections to
the bare propagator; apart from the fact that this procedure is entirely arbitrary
(but motivated by “physical intuition”), distinct “regularizations” might give
different answers and this should not be the case for a physical theory unless
there is a very good physical reason to prefer a particular regularization scheme
over another. Moreover, this procedure splits theories into two categories: those
to which some procedure of this kind can be applied, called the renormalizable
theories, and those to which it cannot, the nonrenormalizable ones. The shear
arbitrareness of the infinite renormalization procedure as well as the lack of a
deep physical motivation behind it resulted in my thesis that interacting QFT
on Minkowski does not exist and that gravitation had to play a fundamental role
in making each Feynman diagram finite to the dismay of many field theorists I
know of.

The reader notices that we had to twist ourselves into many small corners in
order to give meaning to the two point function, the Feynman propagator and
some “interaction” integrals. The results in the literature regarding renormal-
izability are alas much weaker than the kind of results we alluded to above;
there, it is only shown that S-matrix elements in the distributional basis of
plane Fourier waves can be given a distributional, perturbative, meaning due to
renormalization. Nothing is said about physical, more general wave packages
and not a single non-perturbative result is achieved. By this, I do not want to
say that the results of ’t Hooft and Veltman in the 1970’s are virtually mean-
ingless; they constituted a big step forwards in a time where everybody was
concentrated upon Minkowski spacetime and the scattering matrix orginated
by Wheeler. From a modern point of view, they do however fall short by many
margins and better mathematicians such as Connes and Marcolli have tried to
dig deeper in the mathematics behind renormalization. However, they seem to
suggest that such a thing would only work for some noncommutative geome-
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try, something I deeply disagree with and, moreover, might be in conflict with
nature. We will now argue now that all these “dual” points of view are rather
nonsensical from a physical point of view and that the propagator has to exist
in a stronger sense than the dual one, that is the usual Lebesgue sense. It is
here that gravitation by means of some positive energy condition becomes of
primordial importance. Our fundamental formula for the two point function in
a general curved spacetime has rather the same shortcomings than the stan-
dard Minkowski one; in chapter six, we therefore suggested to gravitationally
deform it so that the resulting integrals become well defined in the standard
Lebesgue sense. The particular proposal made at that point is however not
entirely complete and we shall discuss here a better, albeit still incomplete, one
in the remainder of this section. We want to keep the definition of φ(x, ka, y)
as a sum over geodesic(s) but we will provide every exponential eikaw

a

with an
exponential surpression factor which is local at x and y; these factors may be
interpreted as a kind of “resistance” spacetime offers to the sending and receiv-
ing of geodesic signals. If wa is causal, then this surpression factor might be
defined by

α(x, ka, wb) = Rαβ(x)kαkβ +Rα′β′(y)kα
′

?wbk
β′

?wb
+ γ(kaw

a)2

where Rαβ is the Ricci tensor, ?wb : T ?Mx → T ?My : kaeµa(x) → ka
′

?wbe
µ′

a′ (y)
denotes parallel transport along the geodesic defined by wbeαb (x). The latter
induces an orthochronous Lorentz transformation and (un)primed indices do
refer to y (x). Here, we require the weak energy condition that RαβV

αV β > 0
for all timelike vectors V α. This certainly does the job for a timelike wa, however
for a null wa this formula may be insufficient to get convergence. In case wb

is spacelike, then denote by R(wb)αβ the reflection around wb: the latter is an
idempotent isometry on the future pointing causal vectors. One could now
define

α(x, ka, wb) = Rαβ(x)kαkβ +Rα′β′(y)kα
′

?wbk
β′

?wb
+

Rαβ(x)R(wb)ακk
κR(wb)βγk

γ+Rα′β′(y)R(wb
′

?wb)
α′

κ′k
κ′

?wbR(wb
′

?wb)
β′

γ′k
γ′

?wb
+γ(kaw

a)2

and by using that R(λwb)αβ is independent of λ for λ 6= 0 (a reflection is defined
by an axis, not an orientation), we have that

α(x, ka, wb) = α(y, ka
′

?wb ,−w
b′

?wb)

and
α(x, ka, wb) = α(x,R(wb)abk

b, wc).

The distinction between the spacelike and causal case is obvious since null wa

do not canonically define a reflection and the reflection around timelike vectors
swaps the future and past lightcones. We define now

φµ(x, ka, y) =
∑

wa∈T?Mx:expx(w)=y

eikaw
a

e−µα(x,ka,wb)
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and as before

Wµ(x, y) =

∫
T?Mx

d4k

(2π)3
δ(k2 −m2)θ(k0)φµ(x, ka, y).

From the above properties and similar reasoning as in the previous chapters we
obtain that

Wµ(x, y) = Wµ(y, x)

and
Wµ(x, y) = Wµ(y, x)

for x ∼ y. It is kind of obvious that this propagator on a de-Sitter spacetime
is not finite for µ, λ > 0 given that the Ricci tensor is proportional to the met-
ric and therefore all curvature terms are constant. More precisely, for timelike
wa we do have exponential surpression due to the (kaw

a)2 term, but the lat-
ter does not do a proper job in case wa is spacelike. Thus, in a maximally
symmetric spacetime, where the Riemann tensor is fully equivalent to the met-
ric itself, there is no way to get a theory out satisfying our finiteness criteria
unless one simply ignores spatial propagation which would endanger the spin-
statistics theorem. One can easily save the day by relying on geometries which
do locally define a preferred timelike unit vectorfield V µ; as is well known, such
geometries are generic and may even be algebraically special; Wylleman has
recently given an explicit construction hereof. Hence, one could simply replace
the (kaw

a)2 term by a (kµV
µ)2 or (kµV

µ)2 + (R(w)µνk
νVµ)2 term, in case w

is spacelike, which would provide one with the necessary falloff and symmetry
properties independent of wa. The physical message here is plain and simple, in
the non-relativistic theory, one had that the two point function is well defined4

and finite unlike in the Minkowski case; to restore these salient properties, we
need a physical arrow of time which is realized by generic matter distributions.
All maximally symmetric spacetimes are pathological in the sense that no re-
alistic matter propagates on them; now, people would argue that such timelike
vectorfield is not observed in nature as it might suggest a violation of “Lorentz
invariance” although everything is formally locally Lorentz covariant. Such atti-
tude is of course rather nonsensical given that we have not specified yet how the
two point functions relate to observable quantities and moreover, the surpression
terms in the amplitude are local and therefore do not influence the propagation
part of the definition which resulted in the Fourier basis functions. All our
surpression terms do is to incoorporate a kind of “resistance” of the spacetime
fabric to the creation and annihilation of a signal of a particular type just like
a liquid offers resistance to the creation and annihilation by pointlike motion
of waves but little if nothing to the propagation theirof. The gravitational field
is such an eather and Minkowski’s idealization is just fictituous; I have no idea
wether it is sensible to say that these surpression terms have to be small in some
sense as, again, they do not pertain to the propagation aspect of the signal but

4The propagator is certainly well defined when applying a momentum cutoff and sending
the cutoff towards infinity; I did not check if it exists in the Lebesgue sense.
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merely to the creation and annihilation thereof. It is still possible to work in
a spatially homogeneous and isotropic cosmology, such as the one given by the
usual Friedmann universes: therefore, in a later chapter, we will compute the
quantum theory on such a big bang type of universe. It will turn out, however,
that a little friction on the propagation of the signal is also required in order to
tame the divergencies of the lightcone and we shall adress that issue in a while.

The reader might infer at this point that the local weight factors seem rather
ad-hoc, an attitude which I can agree with to some extend. Let us first com-
ment that every more general framework for physics always allows for more
possibilities: we can know the principles of nature but not its representation!
Einstein’s theory enlarged our vision on the universe by many orders of magne-
tude and likewise does our principle of general Lorentz covariance regarding the
possible quantum laws. The local weights attached to the creation and annihi-
lation process are however of a different nature: one interpretation is that they
are attached to an action occuring outside the framework of four dimensional
spacetime. Constales suggested to me that one could regard spacetime as being
made out of atoms and that

√
µ(V aka)2 could be interpreted as a kind of self

energy the wave has relative to the spacetime gas. Here, the length scale
√
µ

could serve as an inverse temperature and one could therefore uphold a thermo-
dynamic interpretation. This is certainly an interesting point of view but in my
eyes no “weakening” of our continuum formalism: I accepted already for a long
time that our theories come with motivated representations and that there are
in general no real reasons to prefer one representation over another. This is the
beauty of science, we are never able to tell to the fullest extend how things are
but we can gain insights about what kind of ideas are necessary and moreover,
we are able to refute certain wordimages. Religious types on the other hand
claim to know the secret to come to God or they believe that they can find a
God given deterministic theory behind quantum mechanics. Even worse, some
of them are so delirious that they believe that the number 137 should be “ex-
plained” by some mystical mechanism. It is the duty of any decent university
to dismiss a professor or researcher once he starts to behave in such a way, even
when they think of that person as a kind of local hero.

7.1 First steps with modified propagators.

We will now start to investigate, by means of a couple of examples, the con-
sequences of the local surpression terms added above. The reader immediately
notices that we have a different prescription for causal geodesics than for space-
like geodesics so that ultimately one may expect discontinuities on the lightcone.
Indeed, everywhere else, our regularization scheme leads to a C∞ scalar prop-
agator with uniformly bounded covariant derivatives, except at the lightcone
where we will have to perform a supplementary regularization. This issue is
not important for theories regarding interacting spin-0 particles or quantum
electrodynamics, the theory of charged spin- 1

2 particles interacting by means of
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a massless spin-1 particle since here, the derivatives of the propagators do not
play any role. They become only important in non-abelian gauge theory or the
theory of gravitons and I have therefore omitted an explicit regularization of
the lightcone in those publications. I have promised however to fill this gap in
a book publication and I shall grasp the occasion to do so. The reader should
very well understand that the lightcone regularization falls within our princi-
ple of Lorentz covariance so that there is nothing strange about it; however, it
is always interesting to see how it becomes necessary by means of more “ele-
mentary” computations. I have decided to present this chapter at a pedestrian
level, showing step by step by examples what one needs in order to obtain a
well defined theory: ultimately, the reader should understand the presence of
the supplementary parameters as a mere possibility allowed by nature and there
is no reason why supplementary constraints should be imposed upon the theory.
On the contrary, such limitations often make the theory ill defined and this is
what we want to avoid.

To start with, let us study our regularization scheme in Minkowski spacetime
where ∂t has to be associated to the timelike vectorfield V µ defined by some
physical observer making the quantum particle feel an eather due to him or
herself, and see if our integral has all desired properties. As is evident from the
previous discussion, the only problem with the two point function really resides
near the null cone and for this purpose it is sufficient to take the massless limit
m→ 0. With these reservations

Wµ(x, x′) =
1

2(2π)3

∫
d3~k∣∣∣~k∣∣∣ ei(|~k|(t′−t)+~k.(~x′−~x))e−2µ|~k|2

for points x, x′ which are causally related. We will not explicitely calculate the
regularization for spacelike separated events and leave this as an exercise for the
reader. One may further calculate the propagator to be

Wµ(x, x′) =
1

(2π)3 |~x′ − ~x|

∫ ∞
0

dk sin(k |~x′ − ~x|)eik(t′−t)−2µk2

=
1

2i(2π)3
√

2µ |~x′ − ~x|
e−

(t′−t+|~x′−~x|)2
2µ

∫ ∞
0

dke
−
(
k−i (t′−t+|~x′−~x|)√

2µ

)2

−

1

2i(2π)3
√

2µ |~x′ − ~x|
e−

(t′−t−|~x′−~x|)2
2µ

∫ ∞
0

dke
−
(
k−i (t′−t−|~x′−~x|)√

2µ

)2

and to study the limit µ→ 0 is a rather subtle issue since, albeit the real part

of both integrals equals
√
π

2 independent of the arguments t′ − t±
∣∣∣~x′ − ~x∣∣∣, the

complex part is diverging and cannot be computed exactly. More precisely, we
note that both integrals are of the form

I(c) =

∫ ∞
0

dke−(k−ic)2
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and the integrand is complex analytic in k and c. For real c, we may compute
the integral by considering the limit of a contour in the complex plane from 0
to R to R+ ic to ic and finally back to 0. As usual, the integral over the large
vertical part vanishes in the limit for R to infinity while the remainder gives

I(c) =

∫ ∞
0

dke−k
2

+ i

∫ c

0

dkek
2

.

This shows that the imaginary part of Wµ(x, x′) equals

√
π

4(2π)3
√

2µ |~x′ − ~x|

(
e−

(t′−t−|~x′−~x|)2
2µ − e−

(t′−t+|~x′−~x|)2
2µ

)
which converges in the limit for µ to zero to the usual delta functions on the
lightcone. The real part however is given by

1

2(2π)3
√

2µ |~x′ − ~x|

e− (t′−t+|~x′−~x|)2
2µ

∫ t′−t+|~x′−~x|√
2µ

0

dkek
2

− e−
(t′−t−|~x′−~x|)2

2µ

∫ t′−t−|~x′−~x|√
2µ

0

dkek
2


and the task remains to get insight into the large c behavior of∫ c

0

dkek
2

.

A crude estimate √
π

2
e
c2

2 ≤
∫ c

0

ek
2

dk ≤
√
π

2
ec

2

may be shown immediately by means of(∫ c

0

ek
2

dk

)2

≤ π

2

∫ √2c

0

dr rer
2

=
π

4
(e2c2 − 1)

and likewise for the lower bound. However, this is not good enough and for
c > 0 one can, by means of analytic methods, obtain that∫ c

0

ek
2

dk =
1

g(c)c

(
ec

2

− 1
)

where 1 ≤ g(c) ≤ 2 and g(0) = 1 and g(+∞) = 2 which is precisely what we
need. Hence, the real part of the two point function behaves as

ReWµ(x, x′) =
1

2(2π)3
√

2µ |~x′ − ~x|
1

c+(x, x′, µ)g(c+(x, x′, µ))

(
1− e−c+(x,x′,µ)2

)
− 1

2(2π)3
√

2µ |~x′ − ~x|
1

c−(x, x′, µ)g(c−(x, x′, µ))

(
1− e−c−(x,x′,µ)2

)
and

c±(x, x′, µ)) =
t′ − t± |~x′ − ~x|√

2µ
.
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It is easy to see that for x′ in the lightcone of x, one has that the limit of µ to
zero of ReWµ(x, x′) vanishes and the same holds when x′ is null related. The
convergence of the right hand side towards spacetime infinity for x′ causally
related to x is only slow since, along a branch of t′ − t − |~x′ − ~x| = c, it goes
proportional to

1

|~x′ − ~x|
which is not quadratically integrable in ~x′. Similar results hold when x′ is
spacelike related to x albeit the computation is somewhat more difficult there
due to the reflection symmetry. It is obviously so that in Minkowski spacetime,
it will never be possible to get the integral∫

|∆F,µ(x, y)|2 dxdy =

∫
|Wµ(x, y)|2 dxdy

finite due to the translation symmetry. However, this is not something we should
be ambitious of as such integrals have nothing to do with real physics. We shall
examine now wether this weak asymptotic behavior is sufficient to get finite
loop diagrams by studying some cases which usually give infinite results. Before
we proceed, let us notice that, under the agreement that the coincidence limit
is defined by the causal presciption, we have

Wµ(x, x) =
1

4π2

∫ ∞
0

dk ke−2µk2

=
1

8π2µ

which is a finite number usually much larger than one since µ is taken to be
small. Therefore, the simpelest one vertex correction to the propagator from x
to y reads

Oµ(x, z) =
−iζ
8π2µ

∫
M

∆F,µ(x, y)∆F,µ(y, z)dy

where ζ > 0 is the coupling constant of the theory. We will now isolate a,
fairly special, subintegral which diverges to infinity: consider the geometrical
situation where z is in the future of x and y in the future of z. These three
points determine a plane and consider now the set of spacetime point y′ such
that

c−(x, y′, µ) = c−(x, y, µ)

and
c−(z, y′, µ) = c−(z, y, µ).

The set of y′ constitutes a two dimensional manifold as it is the intersection of
two three dimensional manifolds and the product ∆F,µ(x, y′)∆F,µ(y′, z) behaves
as

∼ 1

8(2π)6µ

1

|~y′ − ~x| |~y′ − ~z|

(
− 1

c−(x, y, µ)g(c−(x, y, µ))

(
1− e−c−(x,y,µ)2

)
+ i

√
π

2
e−c−(x,y,µ)2

)
(
− 1

c−(z, y, µ)g(c−(z, y, µ))

(
1− e−c−(z,y,µ)2

)
+ i

√
π

2
e−c−(z,y,µ)2

)
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for sufficiently large |~y′|. It is clear that the integration of this expression over
the one dimensional manifold defined as the intersection of the previous two
dimensional manifold with the plane formed by x, y, z diverges linearly (since

we have to take into account a |~y′|2 coming from the measure). It must be clear
to the reader that this pathological behavior of well chosen subintegrals is going
to cause general trouble, which necessitates friction on the propagation of the
signal to obtain improved convergence properties. However, this friction should
be momentum independent as is dictated by Lorentz invariance. Obviously, we
might just have excluded loop diagrams of this type since no propagation from
x to x should ever happen but one might envision problems with other diagrams
containing two interaction vertices with one loop and four externel legs. Naively,
a logarithmic divergency might occur there.

Before we proceed, let us think about potential trouble regarding the general
definition as well as generic features of the regularization scheme outside the
lightcone. The reader must have wondered what should happen to our defini-
tion when there exists a continuum of geodesics joining x to y such as is the case
in a closed Friedmann universe where the spatial metric is the one of a three
sphere embedded in a flat four dimensional Euclidean space. In that case, one
obtains, just like on a two sphere endowed with the standard Riemannian met-
ric, that a continuum of geodesics joins a point with its antipodal point and only
if a vector w in the tangent space of x has the property that expx(w) equals the
antipodal point, do we have that expx does not define a local diffeomorphism
in a neighborhood of w ∈ T ?Mx. In all other cases expx does behave like a
local diffeomorphism on T ?Mx and, therefore, the occurance of such anomaly
is really of measure zero where the measure we speak about could be the one on
tangent space T ?Mx as well as on spacetime itself. Hence, the prescription is
to simply ignore these points and to declare the propagator not defined on them
as a function. This is not too bad given that one would expect, physically, such
thing to happen: there is just too much information flowing to the antipodal
point and our prescription, which is again of distributional nature on the sphere,
does not know how to deal with it. This example brings us to an important
property, namely that it is desirable to consider only those tangent vectors w in
T ?Mx such that expx is a local diffeomorphism in a neighborhood of w. This
is important when we want derivatives of the propagator to be defined and we
will come back to this later on. Finally, let us study what happens regarding
the regularization scheme for spacelike geodesics defined by w ∈ T ?Mx when
w approaches the null cone in x so that the corresponding sequence of points
expx(w) converges to a point on the null cone. We will show that the w contri-
bution to the propagator vanishes in this limit which means in Minkowski that
the entire propagator vanishes. Therefore, we obtain a jump on the lightcone
given our previous computations. To get an idea why this is true, consider four
dimensional Minkowski spacetime, x as the origin, and a sequence of spacelike
vectors wα = (tanh(α), 1, 0, 0), where we are interested in the limit for α to
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+∞. The reflection around w is defined by

R(w) = 1 + 2
1

1− tanh2(α)
(tanh(α), 1, 0, 0)T (tanh(α),−1, 0, 0)

which in matrix form reads

R(w) =
1

1− tanh2(α)


1 + tanh2(α) −2 tanh(α) 0 0

2 tanh(α) −(tanh2(α) + 1) 0 0

0 0 (1− tanh2(α)) 0

0 0 0 (1− tanh2(α))


as the reader may verify. Therefore,

(V aka)2+(V a(R(w)k)a)2 = (k0)2+

(
1

1− tanh2(α)
((1 + tanh2(α))k0 − 2 tanh(α)k1)

)2

and this expression diverges to +∞ for any ka in the limit for α → +∞ in
case m > 0. Only in case m = 0 and k0 = k1 do we obtain a finite answer
(k0)2 but the set of such wavevectors has measure zero so that we may conclude

that e−2µ((V aka)2+(V a(R(w)k)a)2) → 0 in the limit for α→∞ almost everywhere
for m ≥ 0. This shows that the regularized propagator for spacelike separated
points has vanishing limit towards the lightcone in Minkowski spacetime. I leave
it up to the reader to show that this is generically the case, at least for every w
mode. Hence, we have shown the need for an extra regularization scheme near
the lightcone.

We shall now argue what kind of “extensions” one can make regarding the
Schrodinger equations we have written down to determine the generalized Fourier
waves while keeping in mind the nature of the surpression terms we have to build
in. In principle, one can write down an infinite number of terms commensurable
with local Lorentz covariance: this is not really a surprise given that general
covariance allows for a similar extension of Newton’s gravitational theory. We
can constrain, however, the extend to which this principle should be applied by
restricting to data which is locally determined by the second derivatives of the
metric tensor in the same way as Einstein’s theory follows uniquely from action
principles in local densities containing at most two derivatives of the metric
tensor but there is no such a-priori need to do so. So, we shall mainly discuss
a few examples of “deformations” which I deem interesting but the reader may
invent plenty more of them. We start by giving the example of an “energy”
term which could be added to the Schrodinger equation and which respects
Lorentz covariance on the propagation part. As mentioned already, we assume
that our geometry provides for a unit timelike vectorfield V µ causing friction
in the creation and annihilation of particles at definite spacetime points: as is
well known, a unit timelike vectorfield determines a unique Riemannian metric
tensor hµν(x) as

hµν = 2VµVν − gµν
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given our signature convention (+−−−). The reader should keep in mind that
all indices are raised and lowered with the Lorentzian metric and associated
vierbein; so hab = eµae

ν
bhµν with the standard vielbein eµa . With these lessons in

mind, we can now write down another covariant energy term given by√
hab(xwc(s))wa(s)wb(s)

where wµ(s) = dxµ(s)
ds . So, our differential equation becomes

d

ds
φ̃κ(x, ka, wb, s) =

(
iwµ(s)kµ(s)− κ

√
hµν(xwb(s))wµ(s)wν(s)

)
φ̃κ(x, ka, wb, s)

giving rise to the solution

φ̃κ(x, ka, wb) = eik
awae−κ

∫ 1
0

√
hµν(x

wb
(s))wµ(s)wν(s)ds.

In our case of Minkowski spacetime, and some vielbein with e0 = ∂t, hab = δab
and

φκ(x, ka, y) = eik
a(ya−xa)e−κ|y−x|.

For sake of convergence, it is assumed that the real part of κ is greater than
zero. It turns out that this surpression mechanism is interesting as integrals of
the kind ∫

∆F,µ,κ(x, y)∆F,µ,κ(y, z)

are in the same “function class” as ∆F,µ,κ meaning they have similar falloff
properties towards infinity so that the proof of perturbative renormalizability
of the theory becomes self evident as we shall see later on5. Roughly speaking,
all cases are covered if integrals of the kind∫

dye−κ|x−y|−ρ|y−z|

where κ, ρ > 0 belong to the same function class as e−ζ|x−z| for some other
ζ > 0. From a simple triangle inequality estimate, one obtains that

1

2
|x− z|+

∣∣∣∣y − x+ z

2

∣∣∣∣ ≤ |x− y|+ |z − y|
for
∣∣y − x+z

2

∣∣ ≥ |x− z|. This splits the integral into two parts as follows

e−
1
2 min{κ,ρ}|x−z|

∫
|y− x+z

2 |≥|x−z|
e−min{κ,ρ}|y− x+z

2 | dy+ e−min{κ,ρ}|x−z|
∫
|y− x+z

2 |≤|x−z|
dy

and this may further be bounded by

2π2

(
6

(min{κ, ρ})4 e
− 1

2 min{κ,ρ}|x−z| +
1

4
e−min{κ,ρ}|x−z| |x− z|4

)
5Although the proof of convergence of the series is more involved as we will figure out later.
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where 2π2 equals the volume of the three dimensional unit sphere with radius
one. These functions obiously belong to the same class as xne−κx ≤ ae−ζx for
some a > 0 and 0 < ζ < κ for all n. The same technique can be applied to an
arbitrary number of points x, z, . . . in the integral as the reader may easily verify
for himself. The bound above is slightly inconvenient because of the division of
min{κ, ρ} by a factor of two in the exponential; this can however be repaired
by noticing that

|x− z|+
∣∣∣∣y − x+ z

2

∣∣∣∣ ≤ |x− y|+ |z − y|
for
∣∣y − x+z

2

∣∣ ≥ 3
2 |x− z| which would only change the coefficients in the poly-

nomial. This shows that our idea is an interesting one regarding theories which
do not need derivatives of the propagators given that the behavior on the light
cone is still anomalous.

We will restrict the situation to be considered to geometries such that for every
x, y ∈M there exist open environments Vx,Wy of x and y respectively, as well
as disjoint opens Ox,w ⊂ TM, containing (x,w) for each w : expx(w) = y,
projecting down to Vx such that

φ(x′, ka
′
, y′) =

∑
w′:expx′ (w

′)=y′

φ̃(x′, ka
′
, w′)

for all x′ ∈ Vx and y′ ∈ Wy where every w′ lies in exactly one Ox,w and vice
versa. In other words, we assume expx to be a local diffeomorphism around
each w such that expx(w) = y and moreover, the different w′s are “regularly”
separated so that we can find open neigborhoods around them diffeomorphically
mapping toWy without intersecting. It would be worthwhile to investigate this
condition in closer detail but I suspect it to be true generically; from this, one
can locally construct Synge functions σ(x′, y′;w) which are defined for each w

on Vx×Wy so that φ̃(x′, ka
′
, w′) contains the exponential e−ik

a′σa′ (x
′,y′;w) where

w′ ∈ Ox,w. Now, we modify for example the latter by a prefactor of

e
− 1
L2σ2(x′,y′;w)

which the reader immediately reconizes as the insertion of a factor

− 2

L2σ3(x′, γ(s);w)
σ,α′(x

′, γ(s);w)γα
′
(s)

in the Schrodinger equation for the potential. Now, it is a well known property of

the function e−
1
z2 that the limit for z → 0 of z−ne−

1
z2 vanishes for any n ∈ N.

Therefore, under reasonable uniform boundedness properties with respect to
hµν , of the covariant differentials, given by gµν , of σ(x, y;w) regarding w, the
reader should be able to verify that not only

lim
w′→Nx′

φ̃µ,κ,L;α...β′...(x
′, ka

′
, w′) = 0
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where Nx′ denotes the lightcone at x′ in T ?Mx′ , but also that

φµ,κ,L;α...β′...(x
′, ka

′
, y′)

is well defined as a function. Again, I suspect this to be true for generic space-
times and we shall make use of these results when developing non-abelian gauge
theory and as well as the graviton theory. L is a large cosmological mass-scale
associated to macroscopic physics so that 1

L2σ2 quickly comes close to zero for
relatively small σ; this is a pretty interesting remark as it shows how macro-
scopic scales intertwine with microscopic physics. Conventionally, one might
choose L2 = 1

µ but we don’t have to.

We finish this discussion by providing for the correct definition of the Feynman
propagator directly

∆F,µ,κ,L(x, y) =
∑

w:expx(w)=y and w is in the future lightcone of x

Wµ,κ,L(x,w) +

∑
w′:expy(w′)=x and w’ is in the future lightcone of y

Wµ,κ,L(y, w′) +
∑

w:expx(w)=y and w is spacelike at x

Wµ,κ,L(x,w).

The reader must understand how this definition differs from the previous one
and that ∆F,µ,κ,L(x, y) is everywhere differentiable.

7.2 Physical remarks regarding the construction.

The reader not familiar with Feynman diagrams will understand that the kind
of integrals considered in this chapter are mandatory for any spin-0 theory to be
well defined. We have not given any attention so far to the regularization of the
spin- 1

2 or spin-1 propagator since that would merely have obfuscated the presen-
tation and would not have brought any essential point on the table. The reasons
for doing so are, however, somewhat different: I am not aware of any known
physical theory which contains the derivatives of the Fermi-propagator so that
the fine details of the spin-0 regularization scheme near the lightcone seem some-
what unnecessary to implement albeit everything proceeds in a straightforward
way. The regularization scheme for any integer spin propagator, on the other
hand, is identical to the spin-0 case so that there is nothing lost in presenting
that case only. We shall come back to estimates for regularized propagators of
higher spin in a later chapter since, at this point, the global constraints imposed
on such regularization would seem to be rather ad-hoc and not so important.
It is however in chapter nine, while studying an alternative vacuum cosmology
of the hyperbolic type that the relevant constraints will become physically clear
and intuitive. For this reason, I have decided to postppone the issue of regular-
ization for higher spin propagators to chapter ten, where they will serve as the
basis for a very general proof of finiteness of Feynman diagrams.

So, we are not completely done yet and the cosmological SO(3)-class of common
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vierbeins for gµν and hµν shall have an important role to play in that construc-
tion as the reader can guess immediately. Upper bounds on spin components
have to happen in such cosmological class of reference frames as arbitrary local
Lorentz transformations are in the position to violate any inequality. Therefore,
we shall just finish this chapter by making some further physical comments; our
regularization scheme near the lightcone imposed that the latter is a forbidden
place for a particle to be found, even a massless one. Whereas in the traditional
theory, the lightcone comes with a delta singularity, the latter has been smeared
in a certain band in the spacelike and timelike region near the lightcone where
the width is measured in the cosmological class of reference frames determined
by a preferred timelike vectorfield. This is a sensible thing to do as the lightcone
is a kind of “unbreakable” wall in the classical theory which has now been soft-
ened in the quantum theory. Instead of taking the negative attitude that the
regularization scheme has many liberties and therefore, the canonical character
of our theory is destroyed, one should cherish the very fact that our computa-
tions show that such regularization is necessary. Moreover, it falls within the
class of Lorentz covariant theories and therefore, this is the very best we can
do, no further determination can reasonably be expected. Only religious bigots
with no understanding of physics whatsoever could keep on complaining about
this very point but to them I say: go and study some elementary relativity my
“friend”. Therefore, let me stress that the only aspect of our construction which
appears to call for a “deeper” picture regards the insertion of the weight fac-
tors associated to the creation and annihilation process of particles. Again, our
construction showed that such idea is necessary but it might find a “prettier”
origin in a different representation of the same physics. Here, we must make
the deep remark that the property of particle statistics hinges upon the reflec-
tion symmetry of the weight factors associated to the creation and annihilation
processes; therefore, we need a new principle of nature from which statistics
follows, which is the one that such processes are indeed reflection symmetric.
This was to be expected as the entire, standard, argumentation behind particle
statistics hinges upon properties of flat spacetime and there is no a-priori reason
for standard or any kind of statistics to hold in curved spacetime. In this book,
we shall not study theories of that kind as they would require very novel and
deep ideas regarding its very formulation.

167



Chapter 8

Interactions for
(non-abelian) gauge theory
and gravitons.

This chapter will show why the integrals in the previous chapter were important:
we will systematically explain all the necessary ingredients prior to defining the
interacting theory. We shall work in the utmost generality and explain the gen-
esis of gauge invariance, a principle necessitated by the operational Minkowski
theory from a different point of view. Therefore, gauge invariance comes in a
different guise and indeed, our derivation is very different but gives completely
isomorphic results in the aforementioned unphysical limit. The intention of this
chapter is to give a formal definition meaning that all questions regarding the
“well-definedness” of the theory are postponed until chapters ten and eleven,
where we shall provide for a rather general answer. Indeed, our theory is given
by a so-called perturbation series and there need to be shown two things: (a)
finiteness of and appropriate bounds on the constituents of the series (b) con-
vergence of the series in some well chosen domain of the interaction parameters.
In the literature on standard quantum field theory, regarding point (a), one has
a control over finiteness (after an illegitimate infinite substraction) for the so-
called renormalizable theories but no bound whatsoever so that adressing (b) is
far out of reach. We shall progress systematically in this chapter by including
particles of higher spin one at the time; also, we shall define simplified scatter-
ing amplitudes first, which resemble expressions found in the literature. Only
at a later stage do we define the real physical amplitudes and weights associ-
ated to more complex processes. All proofs in chapters ten and eleven refer to
the simplified situation; the same results regarding the more complex physical
amplitudes are however quickly obtained by means of the same methods.

168



8.1 Interactions for spin-0 particles.

In order to describe realistic theories such as QED and QCD, we should in-
clude spin degrees of freedom by means of the gamma-matrices; however, we
will content ourselves for now with the description of relativistic φ4 theory. How
should an interaction theory be constructed? We have so far defined the two
point function and the associated Feynman propagator for a free particle born
or created at a spacetime event x; in the definition of the two point function,
geodesic paths were allowed to travel into the relativistic past whereas this is
explicitely forbidden in the definition of the Feynman propagator. Indeed, the
amplitude associated to ∆F (x, y) is one calculated with repect to a process going
forwards in time even if y ∈ J−(x). This does not imply that there do not exist
processes going backwards on spacetime in some sense but that associated to
those is the amplitude of another processes going forwards on spacetime. This is
our condition of internal temporality discussed in the introduction to this book.
Often, researchers in physics interpret the Feynman propagator as stating that
no process can go to the relativistic past on spacetime, however, such strong
interpretation is not mandatory at all and we shall posit a way of looking at
things which is more flexible. So, the Feynman propagator is the correct physical
object at hand and corresponds to information travelling on geodesics regarding
the birth or creation of a particle at x and being annihilated at y. Only if there
exists a future oriented geodesic directed from y towards x, does the amplitude
of the process of travelling from x towards y backwards in time, agree with
the standard amplitude defined by the process of travelling from y towards x
forwards in time. This is an interpretation which is necessary to be consistent
with the birth or creation of the particle at x, on one hand, and the condition
of internal temporality on the other. So what is interaction? It is nothing but
the process of scattering of information currents at an intermediate spacetime
point z called an internal vertex of the Feynman diagram. Depending upon the
type of interaction vertices do we have different theories and we shall see that
local symmetry properties impose severe constraints on the possible types of
interaction vertices. Every vertex comes with a coupling constant λ which in
non-gravitational theories has been assumed to be dimensionless; given that the
mass dimension of every interaction vertex has to be four, we conclude that the
only possible such theory is one with interaction vertices having four legs corre-
sponding to one endpoint of the Feynman propagator. We are almost there now,
it turns out to be that in standard quantum mechanics, λ has to be multiplied
by −i which consitutues one aspect of “unitarity”; furthermore, it is logical
that the contribution of each diagram has to be divided by its symmetry factor
and that all diagrams have to be summed over. More abstract, a “Feynman
diagram” is a multi-graph with interaction four vertices (in our case) having an
undetermined position in spacetime. Each diagram D has a symmetry factor
s(D) given by the number or symmetries of the oriented multigraph keeping the
end-points fixed1 and we demand each interaction vertex to be connected to an

1A symmetry of an oriented multigraph is a map α from the oriented multigraph to itself
determined by its action on the vertices and edges such that all coincidence relations are
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IN or OUT boundary vertex. Hence, we want to calculate an amplitude such
as 〈OUT y1, . . . , ym|INx1, . . . , xn〉 regarding the creation process of n particles
at xi and the subsequent detection (not necessarily annihilation as we know
from our discussion regarding Fermions) of m particles at yj where the yj come
later than the xi in the process sense. Here, the order of the spacetime labels
xi, yj is irrelevant given that our particles obey bosonic statistics; with those
reservations

〈OUT y1, . . . , ym|INx1, . . . , xn〉 =
∑
D

(−iλ)V

s(D)

 V∏
j=1

∫
M
dzj

√
g(zj)

 ∏
edges (αi,αj)

∆F (αi, αj)

where αk ∈ {zl, xi, yj} and V stands for the number of internal vertices of the
diagram. Moreover, the IN vertices are never directly connected to themselves
and the same holds for the OUT vertices; this definition also holds in case IN or
OUT are empty. In case IN and OUT are empty, the amplitude equals one; this
constitutes the definition of the theory and we notice that the only unexplained
factor so far concerns the domain of integration M. We shall give a physical
motivation for this definition in the comments section of this chapter: there is
very little, if almost nothing, ad-hoc about it as the reader will understand.

We will now specify three distinct choices of M one can, in principle, make;
the reader familiar with quantum field theory will recognize that the issue we
are discussing here is related to an “instantaneous” notion of vacuum state as
well as the issue of global Poincaré covariance in the interacting theory. What
follows has been discussed already, in one form or another, in chapter two but
we shall summarize some relating thoughts at this moment. There, we discussed
the notion of growth of a four dimensional universe as well as the notion of an
actual NOW. This NOW has nothing to do with some Newtonian character
of the interactions but reveals the healthy point of view that all interactions
from IN to OUT cannot travel to the realized past of IN and nor to the po-
tential future of OUT. Therefore, we have to complement the setup exlained
so far with an initial SI and final SF spatial hypersurface associated to the IN
state and OUT state, meaning that they contain xi and yj respectively and
are disjoint. Associated to two hypersurfaces, one can define the sandwished
region R(SI , SF ) as the set of events x such that every curve emanating from
x either remains within R(SI , SF ) or leaves it by crossing SI ∪ SF ; hereby, it
is assumed that any inextendible past oriented causal curve leaves R(SI , Sf )
at SI and any inextendible future oriented causal curve leaves R(SI , SF ) at
SF . Note that this definition is framed as such that closed timelike curves are
allowed for given that we did not demand the hypersurfaces to be achronal;
moreover, SI , SF are chosen such that R(SI , SF ) is nonempty. When the do-
main of integration of the interaction vertices is given by R(SI , SF ), we say
that our quantum theory is of TYPE I. In a classical theory of the universe,

preserved. The latter means that if E is an edge between v and w then α(E) is an edge
between α(v) and α(w) but possibly the orientation between v and w has been reversed.
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one can speak about the realized past as a classical spacetime to the past of SI ;
this is not so in a quantum theory where the past consists out of measurements
made and those do not constitute a classical spacetime at all since spacetime
is rather unknown when no measurement occurs. In that regard, for classical
spacetime theories, we defined a quantum theory to be of type II when all events
past to SF have to be taken into account in the computation of the transition
amplitude 〈OUT yj , j = 1 . . .m|INxi, i = 1 . . . n〉. In a sense, this would mean
that the recorded spacetime history plays a role in the behavior of elementary
particles when evolving to the future: this is not a silly idea but one remniscent
of Einstein causality. Type I is the most logical one in the sense that elementary
particles do not care about the future nor about the past and all computations
have to occur within R(SI , SF ). Type III is the opposite of Type II meaning
that the potential (deterministic) future of SI beyond SF plays a role in the
determination of the relevant amplitudes; the computations in quantum field
theory are of Type II and III in the sense that the entire spacetime is taken
into account. My personal guess is that nature works according to a Type I
principle but, in the general analysis of subsequent chapters, we will leave the
matter entirely open. The type alluded to in standard quantum field theory is
mixed, the integrals go between −∞ and +∞ as they should for an S-matrix;
this concludes the definition for an interacting spin-0 theory with dimension-
less coupling constants. We now turn our heads towards the right setup for a
spin-1 theory, again with no dimensionful coupling constants, a well as a spin-2
graviton theory.

8.2 Interactions for general (non-abelian) gauge
theories.

In this section, we describe some part of the known relevant physics regarding
interactions between spin- 1

2 particles by means of massless spin-1 bosons. In
doing so, we assume that the theory has some global symmetry group giving
rise to charges for the fermionic as well as the bosonic particles in case the group
is non-abelian. Standard non-abelian gauge theory is constructed in a way where
the transformation laws of the gauge potential, or particle polarization, Aαµ(x)
are induced from the transformation laws of the multiplets on representation
space. This means, in particular, that all interactions are constructed from the
basic object

Aµ = Aαµ(tα)mn

by means of Lie-algebra operations as well as the trace operation between two
Lie-algebra elements, where the tα constitute the generators of the Lie-algebra

[tα, tβ ] = ifγαβtγ

and Tr(tαtβ) = gαβ . Here,
fγαβ = gγδf

δ
αβ
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is totally anti-symmetric in its three covariant indices and gαβ is positive definite.
Moreover, we do not take into account interactions requiring a length scale
which implies all our interaction vertices are of mass dimension four. Moreover,
by the very definition of interaction, the respective vertices need to be tri- or
four-valent since gauge fields contribute a mass dimension of 1, while spinorial
particles a mass dimension of 3

2 . All these considerations leave us with the
following intertwiners

fαβγ
(
∇κAαµ

)
AβνA

γ
λg
κνgνλ = −iTr (∇κAµ [Aν ,Aλ]) gκνgµλ

fαβγf
α
β′γ′A

β
µA

γ
νA

β′

µ′A
γ′

ν′g
µνgµ

′ν′ = −Tr ([Aµ,Aν ] [Aµ′ ,Aν′ ]) g
µµ′gνν

′

concerning the self interaction of the gauge particles2. There remain the follow-
ing two vertices

(Aν)mn (γa)ije
ν
a(x)ΨimΨ

jn
, fαβγv

βvγ∇µAαµ

where the last vertex is constructed from

v = vαtα

as
−iTr ([v,v]∇µAµ) .

Therefore, just out of completeness, we should supplement our theory with a
spin zero particle and anti-particle transforming in the adjoint representation of
the symmetry group with Fermionic statistics due to the anti-symmetry of the
commutator. In chapter six, we argued that the relevant two point functions
for such particle had to be given by

Wαβ
a (x, y) = θ(x)θ(y)W (x, y)gαβ , Wαβ

p (x, y) = θ(x)θ(y)W (x, y)gαβ

and in calculating Feynman diagrams, integration over the Grassmann coordi-
nates should occur. There is however a deeper reason to introduce these ghosts
than mere completeness which is that precisely as many “negative” local degrees
of freedom are needed to kill the spin zero modes in the propagator

Wαβ
µν′(x, y).

The associated multiplication terms ∇µAαµ are then seen as a “gauge condition”
eliminating those degrees of freedom (associated to the longitudonal polariza-
tion of the massless particle).

Hence, we are left with precisely the same four interaction vertices as in stan-
dard non-abelian gauge theory. Moreover, by rescaling the Lie algebra genera-
tors tα → λtα, suitably defining the interaction constant g̃ of the theory and by

2The only other two remaining options Tr (∇κAµ [Aν ,Aλ]) gκµgνλ and
Tr
([
Bµνλ,Aκ

])
Zµνλκ vanish by means of symmetry. Types such as

Tr ([[Aµ,Aν ] ,Aλ]Aκ)Zµνλκ can be expressed in terms of the previous cases.
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redefining the Grasmann numbers θ → λ′θ we obtain that they are of standard
textbook form.

We have just finished the discussion of the structure of the interaction vertices;
now, we turn our head towards the definition of the interacting theory akin to
what we have accomplished in the previous chapter. As before, we define the in-
teracting theory as a sum over connected Feynman diagrams between in IN and
OUT states |IN (x1, a1), . . . , (xn, an)〉 and |OUT (y1, b1), . . . , (ym, bm)〉 respec-
tively where ai, bj is associated to Aαµ where α is a group index in the adjoint
representation or linked to vim corresponding to a particle in the IN state and
an anti-particle in the OUT state, or a contravariant spinor and group index in
the defining representation, associated to vim, with the opposite interpretational
conventions. Here, it is understood that all xi (yj) belong to non-intersecting
spacelike, but not necessarily achronal, hypersurfaces SI (SF ) such that SF is in
the future of SI as before. The diagrams we consider are such that any internal
vertex is connected to an IN or OUT vertex, no IN (OUT) vertices are connected
by a single propagator to an IN (OUT) vertex since otherwise there would exist
an IN (OUT) vertex where a particle would arrive (leave) in contrast to the
meaning of IN and OUT. What we state is that the correct interpretation is
given by putting the IN vertices as first argument in the Feynman propagator
and the OUT vertices as last argument; we don’t care about a unique interpre-
tation for the internal vertices.

We will proceed by writing things down in case the gauge group is U(1) since
that simplifies notation given that there is no charge attached to photon lines
and ghost particles are absent; the general case, including ghosts, following
immediately from the restricted one. Therefore, as explained before, the only
interaction vertex or intertwiner is given by

eµa(x)(γa)ij

which has no internal symmetries, so the symmetry factor of a diagram equals
always one. An internal vertex with label k is therefore represented by a triple
(µk, ik, jk) where the index jk is covariant and the remaining two contravariant.
Take then the series (bm, . . . , b1, (µ1, i1, j1), . . . , (µV , iV , jV ), a1, . . . , an) where
V represents the number of internal vertices and define the rule that the trans-
position of a spacetime index with any other index corresponds to plus one,
while the transposition of a spinor index with another spinor index corresponds
to minus one. Moreover, only covariant and contravariant spinor indices of dif-
ferent vertices can couple to one and another; then, the reader verifies that the
overall sign of a diagram is well defined, taken into account the properties of
the Fermi-Feynman propagator, and independent of the labelling of the internal
vertices. With all this in mind, we write formally

〈OUT (y1, b1), . . . , (ym, bm)|IN (x1, a1), . . . , (xn, an)〉 =
∑
D

(−iλ)V ε(D)
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∫
dz1

√
h(z1) . . .

∫
dzV

√
h(zV )

∏
∆F ; clcp(l)

(αl, αp(l))
∏

∆F,p(αk, αr(k))
jr(k)

ik

∏
(γcq )

iq
jq

where ε(D) = ±1 is the sign of the diagram which has been fixed by the con-
sistent choice for the particle Feynman propagator in the Fermi sector and
α ∈ {zk, xi, yj}. I say formally, since experience has shown that the series does
not converge albeit every diagram gives a finite contribution which we will show
explicitely in chapter ten where we shall estimate the magnitude of a diagram.
Corrections to unitarity should therefore occur and we will comment upon that
in chapter eleven.

8.3 Gravitons.

We have not treated spin two particles so far yet neither from the point of
abstract spin nor from the side of the two point function or Feynman propa-
gator. We shall not treat this second issue in this chapter and we postpone it
until chapter ten when proving finiteness of the respective Feynman diagrams.
Therefore, we first treat spin and derive consequently the symmmetry group of
the interacting theory. Here, Newton’s constant will come into play giving rise
to a coupling constant of the dimension of length, the so-called Planck length
lp. Given that a (massless) spin-one particle is described by means of a Lorentz
vector, it is natural to look for a tensor product representation of the Lorentz
group

ΛabΛcdh
bd

in order to isolate massless spin two particles invariant under an irreducible rep-
resentation of the little group E(2) associated to the lightlike momentum vector
k. Regarding the entire Lorentz group, there exist two irreducible components,
the symmetric and anti-symmetric tensors and the massless spin two particle
resides in the symmetric part. Indeed, as is well known, we should look for sym-
metric states carrying helicity ±2, There are exactly two of them ei ⊗ ei where
ei denotes the state of helicity (−1)i for i = 1, 2; furthermore k ⊗ ei + ei ⊗ k
denotes a zero norm particle of helicity (−1)i and likewise so for l⊗ ei + ei ⊗ l.
Finally, there are four states of helicity zero: one of positive norm given by
e1⊗e2 +e2⊗e1 where the norm is given by −ηab, two zero norm particles given
by k ⊗ k and l ⊗ l and finally one of negative norm given by k ⊗ l + l ⊗ k. The
little group of k leaves a six dimensional space invariant which is given by the
symmetrization of k, ei a space of two positive norm particles of helicity ±2, two
zero norm particles of helicity ±1 and finally two particles of helicity zero, one of
positive norm and the other of zero norm. In contrast to the probability theory
for a massless spin-1 particle, where the longitudonal mode could be ignored
because it is of zero norm, there is no reason to ignore the massless helicity zero
particle given by e1 ⊗ e2 + e2 ⊗ e1. Therefore, we conclude that any theory for
a massless particle of helicity ±2 comes with a massless particle of helicity 0, in
sharp contrast to the standard view upon spin.

Given this new result, we now come to the determination of the symmetry group
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of the graviton theory. The big distinction with gauge theory is that the genera-
tors of the diffeomorphism Lie-algebra act quasi-locally, instead of ultra-locally,
on the “gauge potential” hµν , where we have gotten from hab to hµν by means
of the vierbein eaµ, associated to the Lorentzian spacetime metric gµν . Indeed,
the Lie algebra of the diffeomorphism group is given by the vectorfields V which
are realized by means of the Lie-derivative

δV = LV.

The Lie algebra is preserved given that

[LV,LW] = L[V,W].

The Lie derivative on a general tensor field Tµ1...µr
ν1...νs is given by

LVT
µ1...µr
ν1...νs = Tµ1...µr

ν1...νs;αV
α − T β...µrν1...νsV

µ1

;β − . . .+ Tµ1...µr
β...νs

V β;ν1
+ . . .

where we have used the Levi-Civita connection associated any spacetime metric.
We now come to the definition of what we mean with a generally covariant
theory: under the usual action of spacetime diffeomorphisms, the spacetime
metric gµν as well as the graviton polarization hµν transform as

g → g + LεVg, h→ h+ LεVh.

Subsequent application gives

(g + LεVg) + LεW(g + LεVg) = g + Lε(V+W)g + LεWLεVg

and the property
[δεV, δεW] = δε2[V,W]

is needed for this to be an action. In order for gµν to remain stationary we
therefore form the combination

gµν + lphµν

and define
δ′εVh = δεVh+ (lp)

−1δεVg, δ
′
εVg = 0

where the Plank length has been inserted because the graviton propagator has
dimension mass2. It is readily verified that

δ′ε(V+W) = δ′εV + δ′εW

and
[δ′εV, δ

′
εW] = δ′ε2[V,W]

given that
δ′εVδ

′
εW = δεVδ

′
εW.
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The symmetries of a graviton theory require that internal interaction vertices
between gravitons are constructed from scalar densities under the action δ′ while
interactions with ghost particles are constructed from tensor densities under the
action δ. The rationale is the same as the one in non-abelian gauge theory where
one adds all covariant interaction terms which do not stem from a local gauge
symmetric scalar density to the theory and couples them to ghost particles.

As is well known, the interaction vertices and two point function are all we need
to define a generally covariant quantum theory; we do not have any problems
regarding the definition of a covariant measure.

8.4 Comments.

The picture we arrived at in this chapter is one of colliding information currents
where, at each instant, the point of collision is uncertain and, therefore, should
be integrated over. Moreover, one should sum over all diagrams given that any
collision pattern should contribute. Theories do not come in any simpeler form
than this and the construction in this chapter is therefore almost self-evident.
The only non-obvious part being the imaginary nature of the coupling constants
associated to the internal vertices as well as the uniform measure attached to the
diagrams. Why should the constant in front of the contribution of a Feynman
diagram not depend upon the number of internal vertices as well on the size of
the latter? The principle that they don’t is called “unitarity” and we shall test
this assumption in chapter eleven, where we will study convergence or analycity
properties of the series. I realize of course that this constitutes a deviation
away from traditional quantum mechanics; but one should simply accept this
formulation as the proper one and forget about the attempts made by Dirac,
Schroedinger and Heisenberg.

So, the content of this chapter is very much like the presentation in chapters
five and six: preliminary and in need of closer inspection. In chapter seven,
we already saw what was needed to get finite Feynman diagrams out for spin-0
particles; in the next section, we will understand what kind of global constraints
on the geometry are needed to make everything well defined for spin- 1

2 , 1, 2
particles as well. Albeit we shall work by means of a simple prototype cosmology,
a lot is to be learned from this example and it will provide us with the crucial
ingredients and insights.

The reader must wonder, given that we have computed an amplitude between
a process of birth of n-particles at separated locations xi and annihilation of
m-particles later on, in the process view, also at separated locations zj , how to
calculate the correct weights serving in a relative probability interpretation. The
reader will immediately understand that this concerns a natural extension of the
theory laid out in chapters five and six; all particles in the IN state are created in
a certain state

∑
k ⊗ni=1Ψk

xi where each Ψk
xi is defined relative to the spacetime
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point of creation xi. All IN particles are “measured” leaving the source on
spacelike hypersurfaces Σi ⊂ R(SI , SF ) which are spatially separated from one
and another in the causal relationship restricted to R(SI , SF ). Moreover, they
are measured by m “irreducible” measurement apparati given by world tubes
WΣ′j

such that zj ∈WΣ′j
. Hence, we have to calculate the modified amplitudes

〈OUT (y′j , bj), j = 1 . . .m|IN (yi, ai), i = 1 . . . n〉phys =

∑
D

V∏
k=1

∫
M
dzk

√
g(zk)

( ∏
bosonic IN lines i

Tα(i),e0⊥Σi

)
A(D, (y′j , bj), (yi, ai), (zk, c

r
k))

where r is a degeneracy index allowing an internal vertex to appear more than
once and α(i) ∈ {(y′j , bj), (zk, crk)} denoting the endpoint of the IN-line associ-
ated to the boson born with parameters (yi, ai). Also, yi ∈ Σi and all IN quan-
tum numbers are defined with respect to the SO(3)-class of reference frames
given be e0 ⊥ Σi; moreover, the definition of the Tα(i),e0⊥Σi operator has been
canonically extended to accomodate for the Feynman propagator ∆F and the
reader should fill in these details. Moreover y′j ∈ Σ′j;t−δ where zj ∈ Σ′j;t ⊂ SF ;
A is defined in such a way that if we drop the product∏

bosonic IN lines i

Tα(i),e0⊥Σi

then the expression reduces to the usual one. We are now in a position to define

〈OUT (y′j , bj), j = 1 . . .m|IN
∑
k

⊗ni=1Ψk
xi , Σi, i = 1 . . . n〉phys =

∑
k

( ∏
all IN lines i

∫
Σi

dyi
√
h(yi)

)

PropagationOperator
[
⊗ni=1Ψk

xi(yi); 〈OUT (y′j , bj), j = 1 . . .m|IN (yi, ai), i = 1 . . . n〉phys

]
where this “propagation operator” has been defined before in chapters five and
six. Given the definition of the y′j regarding zj , it is now clear from previous
considerations how to compute the weight of detection at Σ′j;t ⊂ SF ; the latter
should be computed in the tensor product of the one particle spaces associated
to zj . For fermions, we recall that zj is not necessarily interpreted as a point of
annihilation which concludes the discussion of physical weights.

I realize that I have hidden some details in the notion above, but it should
be clear what the expressions mean and how they should be calculated. For
example, the definition of “propagation operator” differs for particles of spin-
0, 1

2 , 1, 2 in such a way that I cannot use a unified notation. Nevertheless, we
have treated the issue of propagation for single particle waves in full detail in all
these cases; therefore, it should be clear what the definition is. The only point
which might need some clarification is the extension of the Tx operator to the
Feynman propagator ∆F (x, y) for integer spin particles; the rule is that one has
to multiply plane waves starting at x or y with the square root of the component
of the four momentum with respect to e0 as defined in y; also, all projection
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operators for waves of higher spin have to be executed in y. This finishes this
chapter; ultimately, it are these physical quantities one has to compute and not
the naive ones defined by

〈OUT (zj , bj), j = 1 . . .m|IN (xi, ai), i = 1 . . . n〉.

However, the analysis regarding bounds on these amplitudes as performed in
chapter ten remains identical and we proceed with the “naive” quantities in the
remainder of this book.
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Chapter 9

Study of an alternative
vacuum cosmology.

We have shown so far in chapter seven on the regularization of the Feynman
propagator that Minkowski spacetime is not suited to define a relativistic quan-
tum theory in, given that it does not determine a dynamical notion of time
and therefore does not allow for the necessary friction terms to be defined in a
way which does not directly depend upon the observer. Before we proceed, some
words of physical significance are in place, in a Schwarzschild and Kerr-Newman
rotationally symmetric black hole solution we can speak of a null Killing hori-
zon, which coincides with the union of black hole surfaces defined by Hawking,
where our preferred timelike vectorfield, or gravitational arrow of time, becomes
null and therefore quantum theory becomes ill defined again. It may be clear
that generic perturbations in the initial data, even smooth ones of compact sup-
port, will destroy the Killing Horizon and most likely, also the strongly future
asymptotically predictable character of the spacetime. Indeed, to my knowl-
edge, the issue of stability regarding the very definition of an event horizon by
means of the past of the boundary of the asymptotic future in some conformal
spacetime has not been properly examined. I really do not care much about
it, as I have always found this definition rather contrarian and “unphysical” to
some extend (given that in quantum gravity the future is not known at all).
What our thoughts above reveal is that Kerr-Newman spacetimes also cannot
serve as a background for quantum theory as the Lebesgue well-definedness of
the propagator goes havoc on the horizon and also within. One might again
want to resort to weaker, dual, interpretations as before but it could be that
the old problems of Minkowski come back in some different jacket. With those
words of caution, we now proceed to the definition of the two-point function
on the k = 0 or spatially flat Friedmann universe, which in the case of interest
serves as an alternative vacuum.
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9.1 A cosmological vacuum.

The metric is given by

ds2 = dt2 − a2(t)(dx2 + dy2 + dz2)

and the Einstein equations with cosmological constant Λ′ = 3Λ and homoge-
neous isotropic fluid reduce to

3
ȧ2

a2
= 8πρ+ 3Λ

and
3ä

a
= −4π(ρ+ 3p) + 3Λ.

The energy momentum conservation law reads

ρ̇+ 3
ȧ

a
(ρ+ p) = 0

while the geodesic equation equals

d2t

ds2
+ ȧa

∣∣∣∣d~xds
∣∣∣∣2 = 0,

d2~x

ds2
+ 2

ȧ

a

dt

ds

d~x

ds
= 0.

In this section, we shall be interested in the cosmological vacuum defined by
ρ = p = 0; in that case, the scale factor reads

a(t) = αe
√

Λt

with α > 0 and the Ricci tensor is given by

Rαβ = −3Λgαβ

in other words, our cosmology is an Einstein space. Performing the coordinate

transformation t̃ = e−
√

Λt

α
√

Λ
leads to the expression

ds2 =
1

t̃2Λ
(dt̃2 − dx2 − dy2 − dz2)

which shows that our Einstein space is conformally flat. It is also a space of
constant negative sectional curvature as the Riemann tensor takes on the form

Rαβµν = −Λ (gαµgβν − gανgβµ)

a property which will be most convenient later on when performing our Wick
rotation. It is nevertheless not a maximally symmetric spacetime such as is
the case for a de-Sitter spacetime. Taking t̃ as a time coordinate suggests a
big crunch while the t coordinate hints to an exponentially expanding universe.
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They both determine the same unit norm timelike vectorfield up to a time ori-
entation, which explains the qualitative difference; in the sequel, we will keep on
working in the t, x, y, z instead of in the t̃, x, y, z system. Further specialization
of the geodesic equation leads to

d2t

ds2
+
√

Λα2e2
√

Λt

∣∣∣∣d~xds
∣∣∣∣2 = 0

and
d2~x

ds2
+ 2
√

Λ
dt

ds

d~x

ds
= 0

from which it can be deduced that∣∣∣∣d~xds
∣∣∣∣ = βe−2

√
Λt

with β ≥ 0. These equations show that the affine time derivative slows down so
that one may wonder wether it is possible to get at t = +∞ in the first place.
As we will show, this is the case for future oriented timelike geodesics but not
so for spacelike geodesics for which the dt

ds > 0 part of the solution has a finite
future t and s extend. One obtains the Newtonian law

d2t

ds2
+
√

Λ(αβ)2e−2
√

Λt = 0

which can be integrated to give

e−
√

Λt√
δ

α2β2 + e−2
√

Λt +
√
δ

αβ

= e−
√
δΛ(s+γ)

where α, β, δ ≥ 0 and γ ∈ R. This, again, leads to

t(s) = − 1√
Λ

ln

(√
4δ

α2β2

e−
√
δΛ(s+γ)

1− e−2
√
δΛ(s+γ)

)

and γ > 0. It is clear that for s < −γ the spacetime is past geodesically
incomplete, unless γ = +∞, while for s to plus infinity, we obtain again an
approximate linear relation between t and s. The geodesic equation for the
spatial part then becomes

d2~x

ds2
+ 2
√
δΛ

1 + e−2
√
δΛ(s+γ)

1− e−2
√
δΛ(s+γ)

d~x

ds
= 0

which leads to
d~x

ds
= ~β

4δ

α2β2

e−2
√
δΛ(s+γ)

(1− e−2
√
δΛ(s+γ))2

181



where
∣∣∣~β∣∣∣2 = β2. This last formula may again be integrated to yield

~x(s) = ~r0 − 2~β

√
δ

Λ

1

α2β2

1

1− e−2
√
δΛ(s+γ)

where, in the limit for β to 0, ~r0 has to renormalize by an infinite constant
too. As it turns out, we have only given a parametrization for future oriented
causal geodesics; in terms of the initial values x and v = (dxds )s=0 the original
parameters read

~β = ~ve2
√

Λt

e−
√
δΛγ =

1

αe
√

Λt |~v|

(
v −

√
v2 − α2e2

√
Λt |~v|2

)
δ = v2 − α2e2

√
Λt |~v|2

~r0 = ~x+
~v

√
Λ(v −

√
v2 − α2e2

√
Λt |~v|2)

so in the limit of Λ to zero ~r0 renormalizes ~x0 by an infinite amount. One notices
that δ has the geometric significance of the length squared of the tangent vector
of the geodesic at x which we may put to one since we deal with timelike
geodesics. This further simplifies our formulae to

e−
√
δΛγ =

√
v − 1

v + 1

~r0 = ~x+
~v√

Λ(v − 1)

and with these reservations, we obtain that

t(s) = − 1√
Λ

ln

(
2e−
√

Λ(t+s)

v + 1− (v − 1)e−2
√

Λs

)

~x(s) = ~x+
~v√

Λ(v − 1)
− 2~v
√

Λ(v − 1)
(
v + 1− (v − 1)e−2

√
Λs
) .

From the first equation, one can solve v in function of z = e−
√

Λs; the formula
is given by

v =
2ze
√

Λ(t′−t) − 1− z2

1− z2

with z > e−
√

Λ(t′−t). Insertion into the second equation fixes z by the polynomial

z2 + 1−
(

2 cosh(
√

Λ(t′ − t))− Λ
∣∣∣~x′ − ~x∣∣∣2 α2e

√
Λ(t′+t)

)
z = 0
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where the evaluation holds for (t′, ~x′) future timelike related to (t, ~x). Notice
that we have an asymptotic region of radius 1√

Λαe
√

Λt
, so unlike Minkowski

spacetime, in our vacuum cosmology, it is impossible for ~x′ to become infinite
and therefore any observer has a nontrivial horizon. It is easy to solve our
equation to

s = − 1√
Λ

ln
(
g(x, x′; Λ, α)−

√
g(x, x′; Λ, α)2 − 1

)
where

g(x, x′; Λ, α) = cosh(
√

Λ(t′ − t))− Λ
∣∣∣~x′ − ~x∣∣∣2 α2e

√
Λ(t′+t)

2
.

In the limit for
√

Λ to zero, this expression becomes

s2
0 = lim√

Λ→0

(
(t′ − t) sinh(

√
Λ(t′ − t))−

√
Λ
∣∣∣~x′ − ~x∣∣∣2 α2e

√
Λ(t′+t) +O(λ)

)2

g(x, x′; Λ, α)2 − 1
= (t′−t)2−α2 |~x′ − ~x|2

as it should be. This formula can be easily analytically continued to the region

−1 < g(x, x′; Λ, α) < 1

by

is′ = − 1√
Λ

ln
(
g(x, x′; Λ, α)− i

√
1− g(x, x′; Λ, α)2

)
where we have made the branch cut for the complex square root in the upper
half plane at for example π

2 . It is then easily computed that

−s′(x, x′; Λ, α)2 = − 1

Λ
(arccos (g(x, x′; Λ, α)))2

and one can again check that the
√

Λ to zero limit is given by

−s′0(x, x′;α)2 = (t′ − t)2 − |~x′ − ~x|2 α2

as it should, so our formula is entirely correct. One can easily see that this result
comes by considering the case δ < 0 which corresponds to spacelike geodesics
which live a finite amount of time t in the future as well as a finite amount of
affine parameter time s in the past and the future. This is again a distinction
with Minkowski which is geodesically complete and where spacelike geodesics
reach out to infinite values of time in the future. The relevant formulae are
deduced by performing the analytic continuation to δ < 0 and putting δ = −1:

t(s) = − 1√
Λ

ln

( √
−δ

αβ sin(
√
−δΛ(s+ γ))

)
~x(s) = ~r0 −

√
−δ
Λ

~β

α2β2 tan(
√
−δΛ(s+ γ))

.
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As before

~β = ~ve2
√

Λt

ei
√

Λγ =
v + i√
v2 + 1

~x = ~r0 −
v~v√

Λ(v2 + 1)
.

This reshapes our solutions as

t(s) = − 1√
Λ

ln

(
e−
√

Λt

sin(
√

Λs)v + cos(
√

Λs)

)

~x(s) = ~x+
v~v√

Λ(v2 + 1)
− ~v(v − tan(

√
Λs))√

Λ(v2 + 1)(1 + v tan(
√

Λs))

and the reader notices that in the limit tan(
√

Λs) = v, our assumption dt
ds ≥ 0

no longer holds. Nevertheless, this solution is past incomplete in the sense that
for s = 1√

Λ
arctan(− 1

v ) it diverges to t = −∞ and |~x| → ∞. This limit cannot

be attained towards the future however and we notice that for tan(
√

Λs) = v one
has that dt

ds = 0 and for later times s, the geodesic evolves again towards lower
t(s) values. Our parameter domain reaches only up till s = π

2
√

Λ
at which point

nothing special happens given that the limit of ~x as well as its derivatives are well
defined if tan(

√
Λs) blows up to infinity. Hence, we need to glue a new solution

to the old one, which makes the construction of Synge’s function for spacelike
geodesics rather complicated. However, we proceed first by determining the
world function for the above parametrization, giving the following formulae

v =
e
√

Λ(t′−t) − cos(
√

Λs)

sin(
√

Λs)

Λα2 |~x′ − ~x|2 e2
√

Λt =
(v2 + 1) tan2(

√
Λs)

(1 + v tan(
√

Λs))2

which leads to

s′(x, x′; Λ, α) =
1√
Λ

arccos(g(x, x; Λ, α))

a result which we obtained previously by means of analytic continuation; this
formula covers the full spacelike region as the maximal length of a spacelike
geodesic equals π√

Λ
which is precisely the range of that function. It is interesting

to study the limit for v → +∞ of our solution; from any starting point in
spacetime one arrives at t = +∞ in a parameter time s = π

2
√

Λ
at which dt

ds =

0 and still the limit of the tangent vectors has unit norm. This means, in
particular, that in any direction of space one can trace back these data for
smaller t values providing one with a null hypersurface of events in spacetime
demarcating, within the region of events which can be connected by means of
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a spacelike curve to the initial point, those events which can be reached by a
spacelike geodesic starting at x. In particular, this horizon is given by

|~x′ − ~x| = 1

α
√

Λe
√

Λt
+

1

α
√

Λe
√

Λt′

and it obviously lies fully in the region

−1 < g(x, x′; Λ, α) < 1.

This leads us to the following definition: given a spacetime point x, the spacelike
geodesic horizon HS(x) is the boundary of the region which can be reached by
means of a spacelike geodesic. Likewise, we define the future timelike horizon
HT (x) at x as the boundary of the region of spacetime which can be reached
by means of timelike geodesics. HS(x) is not necessarily a null hypersurface as
it the case for our cosmology and neither does HT (x) need to coincide with the
boundary of J+(x). Note that the outer part of HS(x) coincides, in our case,
with the boundary of J−(I+(x)) which is the standard horizon for timelike
signals in a general cosmology. Hence, there is a region of spacetime which
cannot be reached by any geodesic starting at x; this is a novel feature to be
taken into account in the quantum theory which we shall do later on. We finish
this section by making a comment upon the way the vectorfield e0 is chosen
from local physical considerations. The most obvious criterion is a quasi -local
one which says that the Riemann curvature squared (or the Ricci curvature
squared) of the Riemannian metric on the orthogonal spacelike hypersurface
attains an absolute minimum 0. It may be that there exists some ultra-local
criterium by looking for minima of some function in the spacetime Riemann
tensor components evaluated in a tetrad with timelike vector given by ∂t. The
latter characterization would be preferred in my mind but we leave such fine
points for the future.

9.2 The modified propagator on the new vac-
uum cosmology.

Before we come to the calculation of the two point function, we need to deter-
mine the parallel transporter Λα

′

β (x, y) between two points; the latter is defined,
as before, by means of transport of a vector along the unique geodesic connecting
x with y. Before we come to the explicit computations, let us try to guess the
structure of the result based upon symmetry considerations. As is well known
−σµ(x, y) gives the tangent co-vector at x to the geodesic connecting x with y
of length equal to the geodesic length; that is

gµν(x)σµ(x, y)σν(x, y) = 2σ(x, y)

where we have surpressed Λ, α in the notation of Synge’s function σ(x, y). For

future convenience, let us denote by e0 = ∂t, ei = e−
√

Λt

α ∂i the standard tetrad
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which is constant under parallel transport on timelike geodesics of constant
~x. Hence, the transporter expressed with respect to this tetrad Λa

′

b (x, y) is
the unit matrix if y has the same space coordinate than x. More in gen-
eral, one would expect Λa

′

b (x, y) to be a Lorentz boost determined by the
e0, eaσ

a(x, y) plane with a magnitude proportional to
√∑

i σi(x, y)2, σ0(x, y)
where σa(x, y) = eaµ(x)σµ(x, y) and it has been understood that the a index
has been raised with the flat Minkowski metric ηab. Let us now make the explicit
computations; the transport equation is given by

d

ds
Z0(s) + α2

√
Λe2
√

Λt~v(s). ~Z(s) = 0

d

ds
~Z(s) +

√
Λ
(
~v(s)Z0(s) + ~Z(s)v(s)

)
= 0

where vα(s) is the unit tangent to the geodesic in affine parametrization. From
our solutions for timelike and spacelike geodesics, it is easy to see that initial
vectors Z perpendicular to e0 and ~v remain so which confirms our claim that unit
vectors perpendicular to e0 and eaσ

a(x, y) are left invariant for as well spacelike
as timelike geodesics1. Remains to figure out the boost parameter; here we
study the transport of Z = e0. The fact that parallel transport preserves the
norm allows us to write

Z(s) = (cosh(γ(s)), sinh(γ(s))
~v(s)√
v(s)2 − 1

)

for timelike geodesics with γ(0) = x. Hence, we obtain that the first transport
equation reduces to

dγ(s)

ds
= −

√
(v(s)2 − 1)Λ

and taking the explicit formula for

v(s) =
v + 1 + (v − 1)e−2

√
Λs

v + 1− (v − 1)e−2
√

Λs

results in

γ(s) =

ln

1 +
√

v−1
v+1e

−
√

Λs

1−
√

v−1
v+1e

−
√

Λs

− ln

1 +
√

v−1
v+1

1−
√

v−1
v+1

 .

Upon substitution by the well known formulae for v in function of t, t′, s and s
in function of g(x, x′; Λ, α), we arrive after some algebra at√

v − 1

v + 1
=

√
e
√

Λ(t′−t) − e
√

Λs

e
√

Λ(t′−t) − e−
√

Λs

1Invariant in the sense that the components only undergo a rescaling as to preserve the
local norm.
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and some rather complicated formula

γ(s) = ln

 1− z2(√
1− ze−

√
Λ(t′−t) −

√
z2 − ze−

√
Λ(t′−t)

)2



− ln

 2ze
√

Λ(t′−t) − 1− z2

2ze
√

Λ(t′−t) − 1− z2 − 2

√(
z2(e2

√
Λ(t′−t) + 1)− z3e

√
Λ(t′−t) − ze

√
Λ(t′−t)

)


where z = g(x, x′; Λ, α)−
√
g(x, x′; Λ, α)2 − 1. A similar result holds for space-

like geodesics and the above calculations show already that exact calculations
for the two point function will look rather messy. However, regarding the issue
of convergence, we can make useful estimates and it is important to notice that

− ln

1 +
√

v−1
v+1

1−
√

v−1
v+1

 ≤ γ(s) ≤ 0

for s ≥ 0 meaning that in the limit for the affine parameter towards future
infinity, the boost parameter converges to a finite negative value. Only in the
limit for v towards infinity does γ(s) converge to infinity too. Towards the
past, γ(s)→ +∞ if t(s)→ −∞; for spacelike geodesics, one obtains a different
qualitative result which is that in the limit for the affine time towards its finite
negative and positive values (with a difference of π√

Λ
), γ(s) blows up towards

minus infinity in the limit towards the positive value and to plus infinity in the
limit towards the negative value.

We now come to the determination of the two point function and will denote the
relevant formula in terms of first derivatives of Synge’s function σa(x, x′; Λ, α)
and the boost parameter

γ(x, x′; Λ, α).

There is no need to use their explicit expressions to arrive at the desired results
and if the reader wants to, he or she can manipulate the final expressions by
substituting for the above obtained formulae. The two point function we shall
study is given by

Wµ(x, x′; Λ, α) =

∫
d4k

(2π)3
δ(k2−m2)θ(k0)e−ik

aσa(x,x′;Λ,α)e−µ(k0)2−µ(Λ0′
a (x,x′;Λ,α)ka)2

where x′ is causally related to x, since otherwise we would have to include
reflection symmetric terms, and Λ0′

a (x, x′; Λ, α) is given by

Λ0′

a (x, x′; Λ, α)ka = cosh(γ(x, x′; Λ, α))k0 + sinh(γ(x, x′; Λ, α))
~k.(~x′ − ~x)

|~x′ − ~x|
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and x′ is supposed to lie within the total geodesic horizon of x (here the total
geodesic horizon is defined as the boundary of the set of events which can be
reached from x by means of a geodesic). In chapter seven, we studied this
integral in Minkowski spacetime where ∂t has to be associated to the timelike
vectorfield defined by some physical observer making the quantum particle feel
an eather due to the him or herself. We shall compute here explicitely that
precisely the same issues show up and go somewhat deeper into the nature of the
Wick transformation. Denoting by ~σ(x, x′; Λ, α) = (σi(x, x

′; Λ, α)), where the i
index refers to the spatial part of the vierbein and not to the space components
of σµ, and correspondingly

|~σ(x, x′; Λ, α)| =
√∑

i

σi(x, x′; Λ, α)2

we arrive, after some algebra, to

Wµ(x, x′; Λ, α) =
1

8π2

∫ ∞
0

dk
k√

k2 +m2

∫ k

−k
dze−i

√
k2+m2σ0−µ(1+cosh2(γ))(k2+m2)

e
−µ sinh2(γ)

(
z+
(

cosh(γ)
sinh(γ)

√
k2+m2+i

|~σ|
2µ sinh2(γ)

))2

e
µ sinh2(γ)

(
cosh(γ)
sinh(γ)

√
k2+m2+i

|~σ|
2µ sinh2(γ)

)2

where we have surpressed all dependencies upon x, x′,Λ, α in the right hand side.
At this point, it is instructive to give some comment about the general structure
of the integral. The µ surpression terms we included are sufficient for our pur-
poses just as it is the case for Minkowki. This property is rather independent
of the behavior of γ which we have shown to converge to an asymptotic, finite
negative value in the limit of the parameter time towards plus infinity for future
timelike related events. It may be better to replace the (Vak

a)2 surpression
term by a habk

akb surpression where hab is, as before, the Riemannian metric
determined by the timelike vectorfield. It is immediately seen that the absolute
value of Wµ(x, x′; Λ, α) is bounded by a universal constant proportional to 1

µ ,
which is actually sufficient for our proof of finiteness since we have to take into
account the Riemannian surpression term due to κ. However, we are interested
in more detailed properties of this function and carry on.

Coming back to the calculation of Wµ(x, x′; Λ, α), the integral over z is a Gaus-
sian one which cannot be exactly done, but to which we can find a useful upper
bound. In particular, we estimate integrals of the type

F (k, c) =

∫ b(k)

a(k)

dze−a(z+ic)2

for c ≥ 0. Taking the differential of F (k, c) with regards to c results in

d

dc
F (k, c) = i

∫ b(k)

a(k)

d

dz
e−a(z+ic)2

= i
(
e−a(b(k)+ic)2

− e−a(a(k)+ic)2
)
.
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Therefore we obtain that

|F (k, c)| ≤
∫ c

0

dzeaz
2
(
e−a b(k)2

+ e−a a(k)2
)

+

√
π√
a

and upon using our previous results, the latter expression reduces to

|F (k, c)| ≤ 1

acg(
√
ac)

(
eac

2

− 1
)(

e−a b(k)2

+ e−a a(k)2
)

+

√
π√
a
.

For the purpose of asymptotic analysis, we may clearly ignore the constant on
the right hand side, since the resulting expressions converge exponentially fast
in the limit for |~σ| towards infinity, and we obtain that

|Wµ(x, x′; Λ, α)| ∼ 1

4π2 |~σ|

∫ ∞
0

dk
k√

k2 +m2

e−µ(k2+m2)

(
e−µ sinh2(γ)(k+

cosh(γ)
sinh(γ)

√
k2+m2)

2

+ e−µ sinh2(γ)(k− cosh(γ)
sinh(γ)

√
k2+m2)

2
)
.

which shows that Wµ(x, x′; Λ, α) converges to zero in the limit for |~σ| to infinity
for x′ future causally related to x. It is much harder to obtain an estimate in
case |~σ| remains finite but σ0 blows up to plus infinity. The only result I am
able to obtain is that of convergence in σ0 along |~x′ − ~x| = 0 = ~σ and γ = 0 as
1
σ0

.

We now turn our head towards the study of the impact of κ on Wµ,κ(x, x′; Λ, α).
Denote by

E(x, x′; Λ, α, κ) = e−κ
∫ s̃
0

√
hαβ

dxα

ds
dxβ

ds

the exponentiated energy along the timelike geodesic connecting x with x′, then

Wµ,κ(x, x′; Λ, α) = E(x, x′; Λ, α, κ)Wµ(x, x′; Λ, α)

and, in case |~x′ − ~x| = 0, then one has

E(x, x′; Λ, α, κ) = e−κ|t
′−t|.

In order for every subintegral of

α3

∫
dx′e3

√
Λt′ |∆F,µ,κ(x, x′; Λ, α)|n

to be finite, it is therefore necessary that κ > 3
√

Λ, a condition which did not
appear in Minkowski spacetime. Regarding the proof of perturbative finiteness,
we will require some other bound to which we will come back to in a short while.
Actually, without any further computation, the reader should realize that our
cosmology behaves very different from ordinary Minkowski; on one side, one has
the existence of all horizons and on the other, one notices that Minkowski can
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be conformally compactified while the Friedmann cosmology can’t. The latter
feature causes scattering processes in the future to occur with a higher amplitude
which might ultimately not be surpressed anymore by our geodesic energy terms
E(x, x′; Λ, α, κ). This would forbid Type III quantum theories but not Type II
or Type I; in Minkowski spacetime, there is no such distinction between the past
and the future and therefore, such behavior is not to be expected. As it will
turn out, Type III quantum theories are allowed for as long as κ is sufficiently
large. Coming back to our computation, one immediately sees that∫

ds

√
hαβ

dxα

ds

dxβ

ds
=

∫ √2σ(x,y)

0

ds

√
2

(
dt

ds

)2

− 1

where
dt

ds
=
v + 1 + (v − 1)e−2

√
Λs

v + 1− (v − 1)e−2
√

Λs

an expression wich decreases from v to 1 at s =∞. In Minkowski Λ = 0, α = 1
and this expression equals

√
2(σ0(x, y))2 − 2σ(x, y) = |x−y|; for a cosmological

spacetime this is very different. In general, we have that,∫ √2σ

0

ds

√
hαβ

dxα

ds

dxβ

ds
≥
√

2σ ∼ |t′ − t|

for |t′ − t| large and |~x′ − ~x| < e−
√

Λt

α
√

Λ
fixed. Moreover, the inequalities and

similarities become equalities in the limit for σ to infinity. Note that σ is
infinite within the lightcone and zero on the lightcone in the limit for t′ towards
∞, but the pathology on the lightcone needs to be studied further. Actually,
one obtains that the energy increases from the symmetrical point |~x′ − ~x| = 0
towards the boundary of the lightcone along the “hyperbola” of constant σ
which is contained within a domain of compact ~x′. We need a finer estimate in
order to obtain conclusive results on convergence; some algebra shows that∫ √2σ

0

ds

√
hαβ

dxα

ds

dxβ

ds
≥ 1√

Λ

√
v + 1

v − 1ln

 1 +
√

v−1
v+1

1 +
√

v−1
v+1e

−2
√

2Λσ

+ ln

1−
√

v−1
v+1e

−2
√

2Λσ

1−
√

v−1
v+1


upon substitution of v by

v =
2e−
√

Λ(
√

2σ−(t′−t)) − 1− e−2
√

2Λσ

1− e−2
√

2Λσ
.

In order to study the σ to zero limit, we only need to take into account the
second term; this one reduces in leading order to

1√
Λ

ln

(
3 + 1

1−e−
√

Λ(t′−t) + 1

e
√

Λ(t′−t)−1
1

1−e−
√

Λ(t′−t) + 1

e
√

Λ(t′−t)−1
− 1

)
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meaning that for large |t′ − t| this expression behaves approximately as |t′ − t|+
ln(4)√

Λ
which is all we need. Actually, due to the nature of the Riemannian metric,

we immediately have a lower bound of |t′ − t| on the (Lorentzian) energy and
an upper bound on the Riemannian distance of |t′ − t| + 1√

Λ
; the constant of

ln(4)√
Λ

is the only nontrivial thing in the above formula and the reader can easily

see that this estimate is very accurate. This means that in the limit for σ equal
to zero and |t′ − t| towards infinity, the exponentiated energy goes as

E(x, x′; Λ, α, κ) =
1

(σ0)
κ√
Λ

something which falls quicker off than 1
(σ0)3 given our previous bound on κ.

Towards the past, we have that the local energy is an increasing quantity and

∞ >

√
hαβ

dxα

ds

dxβ

ds
≥
√

2v2 − 1

which means that the energy is larger than√
2(σ0)2 − 2σ.

Akin to the future timelike case, this lower bound is actually insufficient as in
the limit for t′(s) to minus infinity, one obtains that

σ0 =
√

2σ
1 + e2

√
2Λσ

e2
√

2Λσ − 1

which converges to 1√
Λ

in the limit for σ to zero. Just like in the previous case,

one could perform the full integration,∫ 0

−
√

2σ

ds

√
hαβ

dxα

ds

dxβ

ds
≥ 1√

Λ

√
v + 1

v − 1ln

1 +
√

v−1
v+1e

2
√

2Λσ

1 +
√

v−1
v+1

+ ln

 1−
√

v−1
v+1

1−
√

v−1
v+1e

2
√

2Λσ


where

v =
1 + e2

√
2Λσ − 2e

√
Λ(t′−t+

√
2σ)

e2
√

2Λσ − 1

or simply remark that the energy is always greater or equal to |t′ − t|, which is
all we actually need.

Similar convergence properties apply for spacelike geodesics, as the reader may
want to verify for himself which finishes the discussion of this section. The
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only important conclusion is that the energy is always larger that the t′ dis-
tance travelled which is sufficient to obtain convergent integrals. There remains
something to be said about the Riemannian metric hαβ associated to our cosmo-
logical spacetime: it is a metric of constant negative sectional curvature −Λ and
therefore, balls in this metric have a volume which blows up at most exponen-
tially fast in the radius due to a well known theorem in Riemannian geometry.
Our Riemannian space has constant sectional curvature but is again not maxi-
mally symmetric; this behavior of balls in the Riemannian metric poses however
no problem for our Type II quantum theory as the volume of the past lightcone
blows up linearly in −t′ for t′ towards minus infinity in opposition to the volume
of the future lightcone which blows up exponentially in

∣∣t̃− t∣∣ and the t < t′ < t̃
slice of the lightcone contains the intersection of the future lightcone with the∣∣t̃− t∣∣ ball which reaches above the t̃− t− 1√

Λ
slice and therefore has a volume

scaling as e3
√

Λ(t′−t) which indeed shows exponential scaling of the balls for late
times t′.

All considerations in this chapter reveal that the hyperbolic behavior of the
Wick rotation hµν of gµν has an effect on the quantum theory regarding the
behavior at late times t. The latter impact is important and regards many
fine details in the next chapter, but it is not insurmountable as we shall see
and a Type III quantum theory can be defined on the cosmological vacuum.
The reader understands by now that the entire analysis regarding finiteness of
Feynman diagrams is going to rely upon the following property: a Riemannian
geometry is called exponentially finite if and only if for any x, we have that∫

M
P (d(x, y))e−κd(x,y)

√
h(y)dy < R(P, κ)

for any κ > 0, polynomial P and some R(P, κ) > 0. Here R(P, κ) is supposed
to go to zero in the limit for κ to plus infinity. Euclidean spacetime, the Wick
rotation of Minkowski, is exponentially finite but the Wick rotated Friedmann
cosmology is not so when considering the entire asymptotic future. It is however
exponentially finite towards the geodesic region of every point x restricted to
the sub-spacetime t ≤ t̃ and we have worked our way towards this. In other
words, the exponential blow up in the radius r for Riemannian balls B(x, r)
poses no problem when considering the intersection with the region contained
within the (Lorentzian) geodesic horizon of x restricted to t ≤ t̃ given that for
large r, this intersection blows up linearly in r as opposed to the short scale r4

behavior. It may be clear that we can nevertheless accomodate for the entire
cosmological vacuum by means of the following notion: a Riemannian geometry
is called exponentially finite on a scale ζ > 0 if and only if for any x we have
that ∫

M
P (d(x, y))e−κd(x,y)

√
h(y)dy < R(P, κ)

for any κ > ζ > 0, polynomial P and some R(P, κ) > 0. This remark concludes
this chapter.
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Chapter 10

Perturbative finiteness.

In this chapter, we gather all our insights obtained so far and prove that the
interacting theory is well defined at the perturbative level, meaning that ev-
ery Feynman diagram is finite, and we aspire to obtain useful bounds. We
proceed step by step and start by investigating the regularized propagators for
spin- 1

2 , 1, 2 particles and obtain the required bounds on the propagator as well
as on the spin-derivatives theirof with respect to the preferred SO(3)-class of
vierbeins. From hereon, we eliminate all non-trivial structure of the interaction
vertices so that we are left with ordinary integrals over spacetime of the function

e−κd(x,y)

which allows one to obtain several bounds on the respective Feynman diagrams.
Our bounds on the propagators reveal that we have to work in spacetimes such
that the physical Wick rotation provides for an exponentially finite Riemannian
geometry. It is with respect to that class that all our results pertain.

However, before coming to all that, it is somewhat amusing to quiet the mind
of the impatient physicist who might have misunderstood quite some details
of semi-classical gravitational physics and related to that, the so-called cosmo-
logical constant problem. Indeed, the suggested fascination of some physicists
with this problem, amongst which ’t Hooft, has always baffled me since the
CC-problem is really no stranger than the infinite renormalizations occuring in
ordinary quantum field theory. This is something ’t Hooft can live with, prob-
ably because he got a Nobel prize for that piece of mathematical “art”, but on
the other hand, he “feels” that there is something deep behind the CC-issue
probably requiring a deterministic quantum mechanics. So, as I told you, there
are still those who aspire to become electron psychologists, an ambition which
is correlated to the juvinile delusion that one can become a man “who knows
everything”. I will make it very clear now that in our setup, there is no cosmo-
logical constant problem and the reader may appreciate this at several levels:
indeed, there is even no theory of semi-classical gravitation.
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10.1 No CC-problem.

One might at this point reflect if one can still couple geometry semiclasically to
our novel definition of a quantum theory and whether it is meaningful to do so.
The main point of our discussion so far turned around the two point function
and the Feynman propagator: any reference regarding quantum fields has been
omitted; therefore, the point of view of an energy momentum tensor is not
natural anymore. More in particular, the creation and annihilation processes
at events x and y respectively came with a local energy momentum dependent
“viscosity” so that the total process is not of Hamiltonian nature anymore and
therefore no conserved currents, apart from the trivial one, can be constructed
- something which is badly needed if one might want to look for a source for
gravitation in the Einsteinian sense. This last fact implies that our framework
does not contain a natural, nonzero, energy momentum tensor anymore; indeed,
the only definition would be given by the following quadratic expression

〈0|Tµν(x)|0〉 = lim
y→x

(
∂µ∂ν′W (x, y)− 1

2
gµν′(x, y)

(
gαβ

′
(x, y)∂α∂β′W (x, y)−m2W (x, y)

))
and we will now spawn some comments hereupon. In our full regularization
scheme involving µ, κ, L we obtain that

〈0|Tµν(x)|0〉 = 0

being an equality which is of course covariantly conserved. Therefore, in the
approximation of no interactions, the state with no electrons present does not
contribute as a source for the gravitational field which is obviously the only
sensible answer. Again, in case interactions are included or nontrivial states
are considered no such expression can be found in our theory. We will see now
what happens in the µ, κ regularization scheme: in this case, the expression does
not exist because the limit differs when y approaches x from the spacelike or
timelike side. The fundamental reason herefore is to be found in the “reflection
symmetry” in the surpression terms for spacelike geodesics, something which
only depends upon an axis and not a magnitude, nor a specific orientation. We
recall that this symmetry was needed to obtain bose statistics which crucially
determined the definition of the Feynman propagator. Now, it may very well be
that bose statistics is something which does not survive in a curved spacetime,
but then the Feynman propagator would depend upon a frame of reference as
there is no canonical way to define it. This is an avenue which we shall not
take here; the reader, moreover, notices that the limit taken for y in the future
lightcone of x gives an expression which is not covariantly conserved at all. This
can be easily seen by noticing that for y ∈ I±(x) sufficiently close to x one has
that

Wµ(x, y) =

∫
d4k

(2π)3
δ(k2−m2)θ(k0)e−ik

aσa(x,y)e
−µ
(
Kab(x)kakb+Ka′b′ (y)ka

′
?−σc(x,y)k

b′
?−σc(x,y)

)

where σ(x, y) denotes as usual Synge’s world function and the index a refers to
the operation eµa(x)∂µ applied to it. The quadratic form Kabk

akb satisfies the
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property that it blows up quadratically in any Lorentz frame towards infinity
if k0 goes to infinity. In this limit y → x, Wµ(x, x) becomes a smooth function
of Kab(x) only since σa(x, x) = 0. The latter, however, does not satisfy a
conservation law since generically Kab;ν(x) 6= 0 and the same reasoning applies
to the whole energy momentum tensor where second covariant derivatives of
Kab(x) come ito play and the expression becomes much more complicated. More
abstract and from first principles, there is a-priori no good reason why the
coincidence limit of derivatives applied to an amplitude for particle propagation
should have something to do with a vacuum expectation value of some energy
momentum tensor. The way geometry is influenced by quantum particles must
therefore be encoded in a new theory which requires a super metric, a universal,
and therefore background independent, metric on the space of all Lorentzian
geometries (and matter configurations thereupon). This author has written
ideas regarding this super-metric up in his Phd thesis.

10.2 Bounds on regularized spin-zero Feynman
propagators.

This section will be brief and technical, but the underlying physical and math-
ematical ideas should be clear. We will regularize the (Feynman) propagator in
such a way that all norms of covariant derivates of the latter, where the norm is
defined with respect to the SO(3)-class of vierbeins, are bounded as Ce−κ

′d(x,y)

where C is some constant. This “universal” property, which is possible due
to the nature of our regularization, is sufficient to arrive at a universal proof
for finiteness of Feynman diagrams for any interacting theory with any kind of
interaction vertices, at least in spacetimes such that the Wick rotation is expo-
nentially finite on some high scale. To summarize our results so far, we obtained
for spin-0 particles that

Wµ,κ,L(x, y) =

∫
d4k

(2π)3
δ(k2 −m2)θ(k0)

∑
w:expx(w)=y

e−
2L2

wawa eik
awae−κ

∫ 1
0

√
h(w(s),w(s))ds

e−µ(V αkα)2−µ(Vβ′k
β′
?w)2+R(w) symmetric ifw is spacelike.

on the condition that there exist open neighborhoods Vx and Wy, as well as
Ox,w ⊂ T ?M such that: (a) Ox,w ∩ Ox,w′ = ∅ (b) for any x′ ∈ Vx, y′ ∈ Wy

there is exactly one w′ ∈ Ox,w such that expx′(w
′) = y′ and

φµ,κ,L(x′, ka
′
, y′) =

∑
w′:expx′ (w

′)=y′

φ̃µ,κ,L(x′, ka
′
, w′).

This regularization procedure does clearly not depend upon any local Lorentz
frame and the integral is Lorentz invariant as it should. Before we come to the
higher spin operators, whose analysis is only slightly more complicated than the
one for spin-0 particles, let me indicate the bounds we are going to construct

195



and are needed for the subsequent analysis. First, let us show under which
generic conditions a bound of the type

|Wµ,κ,L(x, y)| < C(µ, κ, g, V, ε)e−(κ−ε)d(x,y)

where C is a constant depending upon the geometry and µ, 0 < ε � κ and
d the Riemannian distance defined by h, can be constructed prior to showing
that the same can be done for higher derivatives given that we smoothened the
lightcone.

Sometimes, it happens that an infinite number of geodesics between two points
exists on a spacetime with a trivial first homotopy group such as is the case for
a closed Friedmann universe which has topology S3 × R. When Wick rotating
this spacetime, there exists a minimal length on the closed spacelike geodesics,
which are also geodesics in the Wick rotated metric; albeit every such geodesic
can be deformed to a point. Therefore, in this particular example, a closed
geodesic that winds around n-times has at least (exactly) n-times this minimal
length. This is the main feature we are interested in; suppose now that the
closed geodesics are due to a nontrivial first homotopy group and that arbitrary
winding numbers occur. Under rather generic conditions, we may associate to
each homotopy generator a minimal length squared M(h) > 0 (Gromov) such
that the energy of a curve with winding number n > n0 > 0 between1 x and

y is greater than d(x, y) + n M(h)
d(x,y)+1 which is another expression of the fact

that higher winding numbers come with a multiple of a fixed length. These
considerations lead one to

|Wµ,κ,L(x, y)| ≤ e−κd(x,y)
∑

w:expx(w)=y

Cµ,κ(x,w)e−
2L2

wawa e−κn(w)
M(h)

d(x,y)+1

where 0 < Cµ,κ(x,w) < Cµ,κ. Here, further estimates regarding∑
n

e−κ
nM(h)
d(x,y)+1 =

1

1− e−κ
M(h)

d(x,y)+1

≤ C(µ, κ, h)(d(x, y) + 1)

can be made and the division through d(x, y) + 1 stems from infinitely large
homotopy classes and can be ignored when all nontrivial topology resides in
a compact region of spacetime. These conditions are not always true on non-
compact spacetimes in case singularities are present, giving rise to topology
change and M(h) = 0.

Therefore, under rather generic conditions, we obtain that

|Wµ,κ,L(x, y)| < D(µ, κ, h)(1 + d(x, y))e−κd(x,y)

1The n0 serves here to avoid the pathological cases where, for example, the length of two
h-geodesics equals the minimal distance d and, moreover, they have a relative winding number
of one.
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which leads to a bound of the type

|Wµ,κ,L(x, y)| < C(µ, κ, h, ε)e−(κ−ε)d(x,y)

for any 0 < ε � κ. Bounding the derivatives is a far more difficult task to
perform given that in the above, the specific details of Synge’s function or the
energy functional didn’t matter. Proving the assertions following below is a task
in global analysis which has never been made before as far as I know. Therefore,
the reader should take them as assumptions which are most likely true for our
class of cosmological vacua; the formal proof of which constitutes a gap in our
knowledge. More in particular, we shall assume that, given some N ∈ N there
exists some 0 < ε < κ such that√
Wµ,κ,L;β1,...,βi(x, y)hα1β1 . . . hαiβiWµ,κ,L;α1,...,αi(x, y) < Ci(µ, κ, L, g, h, ε)e

−(κ−ε)d(x,y)

for i : 0 . . . N and αk, βk any index-pair referring to x or y respectively. The
same assumption will hold regarding the Feynman propagator: I am unaware
under what circumstances one can strengthen this assumption for an arbitrary
number of derivatives and research of such fine points is left for the future.

10.3 Bounds on regularized spin-1
2 propagators.

It was shown in chapter six that the correct frictionless two point function for
particles and anti-particles of spin- 1

2 are given by

Wp(x, y)j
′

i =

∫
T?Mx

d4k

(2π)3
δ(k2−m2)θ(k0)

∑
w:expx(w)=y

(Λ
1
2 (x,w))j

′

r (ka(γa)ri+mδ
r
i )eik

awa

and

Wa(x, y)ij′ =

∫
T?Mx

d4k

(2π)3
δ(k2−m2)θ(k0)

∑
w:expx(w)=y

(ka(γa)ir−mδir)((Λ
1
2 (x,w))−1)rj′e

ikawa

where Λ
1
2 (x,w) is the spin transformation associated to parallel transport of a

spinor along the geodesic between x and y determined by w. It has been shown
that

Wp(x, y)j
′

i +Wa(y, x)j
′

i = 0

for x ∼ y using reflection symmetry so that spin- 1
2 particles exhibit Fermi-

statistics. We now intend to regularize this propagator in the same way as it
occured for the spin-0 particle while still maintaining the Fermi property: again,
this is a condition posed on the regularization scheme and by no means a proof.
This relates to my previous comment that particle statistics relates to Minkowski
spacetime and that there is no a-priori reason why particle statistics should hold
in a curved spacetime with local geometric excitations. The viewpoint of the
generalized Schrodinger equation suggests that

W̃µ,κ,L
p,a (x, y) =

∑
w:expx(w)=y and w is causal.

Wµ,κ,L
p,a (x,w)+
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1

2

∑
w:expx(w)=y and w is spacelike.

(
Wµ,κ,L
p,a (x,w)−Wµ,κ,L

a,p (y,−w?w)
)

a definition which differs in a slight but not unimportant way from the original
one in my publications. There, we did not bother about smoothening the light-
cone since no derivatives of Fermi-propagators are ever taken, which resulted in
the alternative definition

W̃µ,κ,L
p,a (x, y) =

1

2

(
Wµ,κ,L
p,a (x, y)−Wµ,κ,L

a,p (y, x)
)

if x ∼ y and Wµ,κ,L
p,a (x, y) otherwise. The difference regards the treatment in

both prescriptions of the spacelike geodesics connecting x with y which remain
spacelike once y crosses the boundary of J±(x). This difference has been taken
away in the novel definition which allows for a correct smoothening procedure
near the lightcone. Both definitions do not depend upon any local Lorentz frame
and the propagator has the correct transformation properties under combined
Lorentz and spin transformations. Again, the reader may infer that on a general
class of backgrounds

W̃µ,κ,L
p (x, y) = e−κd(x,y)

∑
w:expx(w)=y

Λ
1
2 (x,w)

(
Cµ,κ,Lp;b (x,w)γb + Cµ,κ,Lp (x,w)1

)
and

W̃µ,κ,L
a (x, y) = e−κd(x,y)

∑
w:expx(w)=y

(
Cµ,κ,La;b (x,w)γb + Cµ,κ,La (x,w)1

)
(Λ

1
2 (x,w))−1

where we have used that Λ−
1
2 (y,−w?w) = Λ

1
2 (x,w). Just like in the previous

case do we obtain from elementary considerations that∑
w:expx(w)=y

∣∣∣Cµ,κ,Lα;b (x,w)
∣∣∣ < C(µ, κ, L, g, h)(d(x, y) + 1)

and likewise for
∑
w:expx(w)=y

∣∣Cµ,κ,Lα (x,w)
∣∣ where α ∈ {a, p}. Here, the above

inequalities are taken with respect to the preferred SO(3)-class of cosmological

vierbeins which is evident given that Cµ,κ,La;b (x,w) behaves as a Lorentz vector
and likewise do we need a norm estimate, with respect to the same vierbein, of
the propagator. The relevant matrix norm is given by

||A|| =
(
Tr(A†A)

) 1
2

and an elementary computation yields

||Wµ,κ,L
p (x, y)|| = e−κd(x,y)||

∑
w:expx(w)=y

(Λ
1
2 (x,w))

(
Cµ,κ,Lp;b (x,w)γb + Cµ,κ,Lp (x,w)1

)
|| ≤

2e−κd(x,y)
∑

w:expx(w)=y

√
Tr
(

Λ
1
2 (x,w)†Λ

1
2 (x,w)

)√∑
b

∣∣∣Cµ,κ,Lp;b (x,w)
∣∣∣2 +

∣∣∣Cµ,κ,Lp (x,w)
∣∣∣2
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which can be further bounded to

2e−κd(x,y)

(
sup

w:expx(w)=y

√
Tr
(

Λ
1
2 (x,w)†Λ

1
2 (x,w)

)) ∑
w:expx(w)=y

(∑
b

∣∣∣Cµ,κ,Lp;b (x,w)
∣∣∣+
∣∣Cµ,κ,Lp (x,w)

∣∣) .

Finally, this is majorated by

D(µ, κ, g, V )e−κd(x,y)

(
sup

w:expx(w)=y

√
Tr
(

Λ
1
2 (x,w)†Λ

1
2 (x,w)

))
(1 + d(x, y))

which puts us into the position to make the following global definition. We say
that the tuple (g, V ) defines a spin-transport which is 0 < δ exponentially finite
if and only if

sup
w:expx(w)=y

√
Tr
(

Λ
1
2 (x,w)†Λ

1
2 (x,w)

)
≤ F (g, V )eδd(x,y).

Obviously, we assume δ < κ so that

||Wµ,κ,L
p (x, y)|| < E(µ, κ, g, V, ε)e−(κ−δ−ε)d(x,y)

for any 0 < ε� κ− δ which finishes our discussion of the necessary bounds on
the spin- 1

2 propagator.

As mentioned previously, it is not costumary to develop theories in which deriva-
tives of the Fermi-propagator are taken but if the reader wishes to, he or she
may assume a similar bound to hold on the derivatives of the propagator. It
would be worthwhile to study all these issues in far greater detail and try to
say something about it from the point of view of global analysis. However, I am
unaware of any such result and this book is just a temporary, organic reflection
of what I know at this instant in time about this topic. As mentioned in the
introduction, the reader is more than welcome to work on the remaining open
issues which need further attention.

10.4 Spin-one and two propagators.

Qualitatively, all important details about regularized propagators have been
revealed, but we shall nevertheless present the case of spin-1, 2 given that those
constitute the only propagators from which derivatives have to be taken in
interacting theories such as non-abelian gauge theory and gravity. For a massless
spin-one particle associated to a compact symmetry group, the propagator is
given by

Wµ,κ,L
γν′;α,β′(x, y) = −gαβ′

∑
w:expx(w)=y

gγν′(x,w)Wµ,κ,L(x,w)

199



where
gγν′(x,w) = (Λ−1(x,w))µν′gγµ(x)

is the parallel transport of the bi-tensor along the geodesic determined by w.
Here, Wµ,κ,L(x,w) constitutes the usual spin-0 expression and the reader re-
members that in interactions this propagator is contracted with the vierbein
ea(x). Therefore, with respect to our SO(3)-class of cosmological vierbeins, we
demand that

||Λ(x,w)a
′

b || ≤ F (g, V )eδd(x,y)

a condition of δ exponential finiteness. In the same way as before, we obtain
that

||Wµ,κ,L;a′

b;αβ′ (x, y)|| ≤ |gαβ′ |E(µ, κ, L, g, V, ε)e−(κ−δ−ε)d(x,y)

for all 0 < ε � κ − δ. We shall assume similar bounds to hold on the first N
spin derivatives of this expression so that all tricky aspects of non-abelian gauge
theory are covered for.

We haven’t said too much about spin two particles yet and we shall make up
this deficit to some extend here; from symmetry considerations, one can derive
that the two point function is given by

Wµ,κ,L(x, y)αβ,α′β′ =

∑
w:expx(w)=y

(
gαα′(x,w)gββ′(x,w) + gβα′(x,w)gαβ′(x,w)− 1

2
gαβ(x)gα′β′(y)

)
Wµ,κ,L(x,w).

The factor 1
2 has been chosen such that

Wµ,κ,L(x, y)αβ,α′β′g
αβ(x) = Wµ,κ,L(x, y)αβ,α′β′g

α′β′(y) = 0

thereby eliminating all trace degrees of freedom. As before, we evaluate this
propagator with respect to our SO(3)-class of vierbeins leading to the tensor

Wµ,κ,L(x, y)ab,a′b′ =
∑

w:expx(w)=y

(
Λ(x,w)a′aΛ(x,w)b′b + Λ(x,w)a′bΛ(x,w)b′a −

1

2
ηabηa′b′

)
Wµ,κ,L(x,w)

where a norm estimate of the “coefficients”

C(x,w)ba
′

ab′ = Λ(x,w)a
′

a Λ(x,w)bb′ + Λ(x,w)a
′bΛ(x,w)b′a −

1

2
δbaδ

a′

b′

can be made due to the δ-exponentially finite character of the Lorentz trans-
porters. In general, we therefore have that

||Wµ,κ,L(x, y)ba
′

ab′ || ≤ E(κ, µ, L, g, V, ε)e−(κ−ε−2δ)d(x,y)

where the trace-norm has been taken with respect to the usual SO(3)-class of
vierbeins. Now, we shall assume that a similar bound holds for the first N
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spin-derivatives of the two point function, a condition which should again be
further examined.

This finishes our treatment of propagators and quite evidently, we assume all
the above to be valid for the Feynman propagator even if the presentation has
been made for the two point function. This is quite legitimate as no essential
points in the above analysis change by doing so; we are all set and ready now
to prove perturbative finiteness under the geometrical constraints mentioned so
far in this and previous chapters. I deem these constraints to be quite mild and
again, they should be further investigated in the future.

10.5 Bounds on Feynman diagrams.

In this section, we will proceed in a few steps by treating first the so-called φ4

theory and give two different types of bounds on the Feynman diagrams. The
first one is specific to the theory while the second one is of a more universal
nature: we shall illustrate that point of view by reducing the calculations for
non-abelian gauge theory to the ones of φ4 theory. Next, we move to the theory
of massless spin two particles or gravitons, which can also be reduced in this
way, but contains a few details relating to nonperturbative aspects which are
not present in the latter theories. In particular, the friction parameter µ shall
be related to the Planck length squared l2p; everything which will be said below
pertains to Lorentzian geometries g having an exponentially finite Wick tran-
form h at some scale ζ > 0.

Let us start by mentioning an obvious equation for general Feynman diagrams,
interpreted as graphs, which is that

V − I = C − L

where V is the total number of internal vertices of a Feynman diagram, I its
number of internal lines, hereby excluding the legs towards the external points,
and L is the number of loops. Finally, C is the number of components of the
graph; for φ4 theory and connected diagrams C is bounded by

C ≤ n+m

2

where n,m are the number of IN and OUT vertices respectively. With these con-
ventions, we have that the absolute value of every Feynman diagram is bounded
by

c(m,µ)I+
n+m+n′+m′

2

∫
dz1

√
h(z1) . . .

∫
dzV

√
h(zV )

∏
all lines (αi,αj)

e−κd(αi,αj)
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where we have used that the spin-0 Feynman propagator is bounded by c(m,µ)e−κd(x,y)

and αi ∈ {zk, xi, yj}. Moreover, for φ4 theory, one has that

I +
n′ +m′

2
= 2V

where 0 ≤ n′ ≤ n and 0 ≤ m′ ≤ m so that the prefactor may be exactly written
as

c(m,µ)2V+n+m
2

and

2V − n′ +m′

2
≥ L = V + C − n′ +m′

2
≥ 0

so that V ≥ n′+m′

4 . Here n′,m′ denote the number of IN or OUT vertices which
are connected to an internal vertex. Before we proceed, let us mention some
easy to see fact about the Friedmann cosmology; if z is within the geodesic
horizon of x and y, then it is in the geodesic horizon of the midpoint of x and y
in the Riemannian metric2. This observation is most convenient in the follow-
ing estimates which constitute a straightforward generalization of our previous
inequalities. We start by deducing a universal and simple bound which does not
depend at all on the details of the interaction vertices as well as on the distances
between the exterior vertices. It is simply given by

c(m,µ)2V+n+m
2 R(1, κ)V

which is most easily proved by induction on the number of internal vertices V .
Here, ∫

M
d4y

√
h(y)e−κd(x,y) < R(1, κ)

as defined at the end of chapter nine. If V = 0, then the bound is easily seen
to hold since e−κd(α,β) ≤ 1 for every leg joining two external vertices. Suppose
now that the bound is true for V ≥ 0, we will prove it for V + 1. Take any
internal vertex connected by one edge to an exterior vertex α and remove it; the
effect is that we obtain a diagram with four extra external vertices (we copied
four times the internal vertex) but with one internal vertex less. Remove the
edge to α from the diagram, then the remaining part is bounded by

R(1, κ)V−1.

Now there remains to identify the four vertices again and perform the remaining
integration over this vertex; the latter gives an extra factor of R(1, κ) because
we still have the leg to α which proves the result. This shows that the diagram
blows up in a suitable way, but there remains of course the “entropy” factor
associated to all Feynman diagrams with V internal vertices and n IN and m
OUT vertices. The latter remains to be investigated in the next chapter but it

2This follows most easily from the convexity of the horizon of z in the Riemannian metric
d which the reader may prove as an exercise.
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is very well possible that unitarity may have to be given up to make the series
analytic.

This is by far the easiest proof that the Feynman diagrams are finite; in case of
φ4 theory, it is possible to make another, useful, estimate in case the geometry
is spherical; in either, we assume that our Riemannian manifold h satisfies a
volume bound for a ball of radius r around x by

Vol4(B(x, r)) ≤ Kr4

for some metric dependent constant K. This includes a Type II theory for the
cosmological vacuum as mentioned previously. Consider n points zi and take
the integral ∫

M
dz
√
h(z) e−κ

∑n
i=1 d(zi,z)

then, as previous, this may be bouded by

e−
κ
n−1

∑
i<j d(zi,zj)(∫

y; ∃zi,zj :d(y,
zi+zj

2 )< 3
2d(zi,zj)

√
h(y)dy +

∫
y; ∀i,j d(y,

zi+zj
2 )≥ 3

2d(zi,zj)

dy e
− κ

2(n−1)

(∑
i<j d(y,

zi+zj
2 )

)√
h(y)

)
.

Note here the factor of 2 in the denominator of the exponential in second inte-
gral; this originates from the fact that in a general Riemannian space

d(x, y) + d(y, z) ≥ d(x, z) +
1

2
d(y,

x+ z

2
)

for d(y, x+z
2 ) ≥ 3

2d(x, z) whereas in Euclidean space this factor 1
2 is not present.

The latter formula can again be estimated by

e−
κ
n−1

∑
i<j d(zi,zj)

(3

2

)4

K
∑
i<j

d(zi, zj)
4 +R

(
1,

κ

2(n− 1)

)
and the only thing the reader should notice is the division of κ through n − 1
which lowers convergence for diagrams with multiple internal vertices. We will
not apply the above estimate consistently but look for a finer estimate which
will provide one with better convergence properties. Actually, we will be set
with a Kirchoff diagram where the flow is given by some rational proportion
of κd(xi, zj) or κd(yj , zk); at any instant of the computation, these proportions
add up to one. The optimal way of spreading around is by ensuring that the
you do not subdivide into smaller portions; in that way, the surpression factor
at the vertex remains constant κ. Homogeneous fractalizing is the worst that
can happen since it lowers κ substantially after a few vertices have been run
through. Loops make no difference whatsoever, in case we have a loop and there
are three external vertices, two with current κ and one with current 2κ then we
obtain that κ does not get renormalized, nor at the vertex nor at the legs. Also,
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in case we have a loop with only two external points each with current κ, there
is no lowering of κ neither at the vertex nor at the legs.

Let us reason why homogeneous spreading is a bad idea; in case any of the
currents associated to a leg consists out of several pieces, then a lowering of κ
will occur, but such lowering will always be less than is the case for a vertex
with four external currents associated to four distinct graph points. We will
now determine the maximal contribution of homogeneous fractalizing: start at
any vertex zi, then the most severe contribution regarding the integral comes
when no loop is present and likewise, this situation divides κ through the largest
number three. Pick now any neighboring vertex, then again, the largest division
occurs again when there are three other external legs, dividing the 1

3 leg into 3
times 1

9 and the remaining 2
3 per other leg by two which gives 1

3 and yields the
surpression factor of κ

6 on the second vertex. In the third step, the worst that
can happen is that a leg of the first and second vertex meet since that would
cause maximal diversification. The leg from the first vertex contains two factors
1
3 and 3 factors 1

9 and the same for the leg coming from the second vertex.
Therefore, diversification would lead to 4 times 1

6 and 6 times 1
18 on the other

two legs, giving a surpression of κ
12 at the third vertex. Clearly, this reasoning

is catastrophic and we now turn our head towards no fractalizing.

This case is easy and one can partition the set S = {xi, yj} into pairs (α2i−1, α2i);
with these reservations, the quantitative result reads

c(m,µ)2V+n+m
2 P (d(α2i−1, α2i) ; i = 1 . . .

n′ +m′

2
)e−κ

∑n+m
2

i=1 d(α2i−1,α2i)

where P is a polynomial of degree 4V and the highest order coefficient is
bounded by (

3

2

)4V

KV
(
24
)V (V−1)

2 .

It is the behavior of this last coefficient which makes our bound on the series
nonanalytic. The above formula is always true for any diagram as the reader
may wish to show by induction on the number of internal vertices, by inte-
grating out a vertex without altering the connectivity properties3, and does
not hinge upon special features of the diagram such as the property that there
exists a partition of the edges into paths, connecting the exterior points, and
loops such that no internal vertex belongs to two loops. It is always possible
to cover a graph by means of curves connecting the exterior points and loops

3Such a vertex always exists as the following reasoning shows: start at an exterior vertex
and go in the diagram by means of the edge e. On the first vertex v one meets, there is
another edge f which can be connected to a different exterior vertex without coming back to
v given that every vertex is connected to at least two different exterior vertices. If the other
two edges of v are identified and therefore form a loop, then connect e with f and integrate
out v. Otherwise connect e and f with one of the remaining edges each and integrate out v,
which preserves the connectivity properties of the diagram.
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but sometimes it is the case that two loops always intersect4. The reader might
wonder wether the above estimate is not too crude given that we do not rely
upon the details of Wµ(x, x′) at all. Also, we replaced the Lorentzian geodesic
energy by the inferior Riemannian distance, wich is an approximation as well.
My answer is a resounding no: these approximations will not significantly influ-
ence the result for the following reasons. Regarding Wµ, only very slight falloff
behavior towards infinity can be shown which effectively can be minorized by
means of a slight renormalization of κ (increasing its value a bit). Concerning
the replacement of the energy term by the Riemannian distance; not much is to
be expected here since they coincide in Minkowski given that the geodesics of
both metrics are the same. Therefore, in a general analysis, these details should
not matter.

The reader notices that both bounds have their advantages but that the first
one is universal in nature and did not depend at all upon the four-valency of the
interaction vertex. We shall now turn our head towards the perturbative renor-
malizability of non-abelian gauge theory; the proof of which reduces fully to the
one above. The proof is almost self-evident given that every Feynman diagram
consists out nothing but a product of spin-one propagators and at most second
derivatives, one in each end vertex, thereof as well as Fermi and ghost propa-
gators. The intertwiners fαβγ , gαβ and (γa)ij , ηab are all uniformly bounded so
that the total Feynman diagram reduces to V -integrals of exponential factors

e−(κ−δ−ε)d(x,y)

associated to all, up to second order, derivatives of any propagator. A fully
analogous reasoning as before then shows that the contribution of any Feynman
diagram is bounded by

C(D)E(µ, κ, L, g, V, ε)I+
n+m+n′+m′

2 R(1, κ− δ − ε)V

where C(D) is a factor associated to the specific diagram D and function of the
relevant intertwiners; all further symbols have the same meaning as before. I
want to stress again that this bound holds in our special SO(3)-class of reference
frames and that local boosts at the end vertices can make this number as large
as one wants to.

We now finish this section by further fleshing out the graviton theory, at least at
the perturbative level; comments regarding non-perturbative aspects will follow.
At the perturbative level, we will need supplementary bounds on the Riemann
tensor of g such as

Rabcd(x)δaa
′
δbb
′
δcc
′
δdd
′
Ra′b′c′d′(x) < C

where the Lorentz indices are taken with respect our special SO(3)-class of
tetrads. This implies that all interaction intertwiners Z(x) are uniformly bounded

4The reader may easily find an example of such diagram.
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in these Lorentz frames and therefore, the contribution of any Feynman diagram
is estimated by

V∏
i=1

C(Zi) (C(κ, µ, L, g, V, ε))
E
∫
dz1

√
h(z1) . . .

∫
dzV

√
h(zV )

∏
edges (α,β)

e−(κ−ε−2δ)d(α,β)

where C(Zi) is a constant depending upon the intertwiners Zi, V is the number
of internal vertices, E the number of edges (internal and external) and α, β are
the coordinates of an internal or external vertex respectively. The bound on
the propagators is valid up till the fourth covariant derivatives of the graviton
propagator, with maximally two covariant derivatives per vertex each, and the
same for the ghost propagator

∆µ,κ,L
F ;νν′(x, y) = −

∑
w:expx(w)=y and w is future causal or spacelike at x

θ(x)θ(y)gνν′(x,w)Wµ,κ,L(x,w) +

∑
w:expx(w)=y and w is past causal at x

θ(x)θ(y)gν′ν(y,−w?w)Wµ,κ,L(y,−w?w).

As we will show in the next chapter, there are some peculiar nonperturbative
aspects of the graviton theory which are not present in any other interaction
theory considered so far. We will show that the friction parameter µ has a bound
depending upon the Planck length squared putting therefore a lower bound on
the “nonlocal range” of a creation or annihilation process.

10.6 Comments.

The reader might probably wonder if a replica of the second bound on φ4 theory
is possible for the other theories; the answer is no as he may verify for himself in
the case of quantum electrodynamics. Therefore, what we have done represents
a kind of universal optimum and the reader should cherish the cheer simplicity
of the proof enabled by the Riemannian nature of the problem. The simplicity
as well as universality of the obtained results are in sharp contrast to the poverty
displayed by means of the renormalization procedure: this mathematical mon-
ster has only caused the illusion that there was something deep hiding behind
it and has diverted attention from the simple fact that the principle of general
covariance would lead one to a class of natural solutions. This is the real lesson
of this book that when people like Kallen, Weinberg, ’t Hooft and many others
are shouting that mathematical rigor has to be abandoned permanently, that
one must logically think that these grandmasters of illegitimate manipulations
are missing an essential part of physics.

Since I am somewhat in a political mood at this moment, let me stress that there
is a point where a generation has to go on official retirement; the healthy age
at which this occurs is when a professor becomes 65. By then, he might wish to
follow Wolfgang Pauli with his fascination for the number 137 which indicates he
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has lost all contact with the reality of the activity of science. He probably also
has a hidden agenda to ressurect a deterministic quantum mechanics, a fight he
has since long lost with his collegues but which he hopes to win by appealing
to rather silly politicians, mediocre minds and undereducated Royalty. Also, he
is sceptical about paranormal events and maintains totally ludricrous opinions
about what would count for him as a proof of paranormal activity: perhaps he
is paid by the pharmaceutical industry or left wing politicians to feed those who
experience paranormal phenomena with all kinds of drugs and anti-psychotic
“medication”. For him, it is time to withdraw before he goes into history as
the worst theoretical physicist ever. Long live Heisenberg and Einstein, one a
practical “follower” of the Nazi regime and another one hounted by the Aryans;
no politician ever has the right to decide about nature since She will always
be victorious. Also, scientists come into different political colours, but that
shouldn’t matter given that science is the only language on earth which has the
potential to unite the minds of all people while music can do the same for all
hearts. If cultural differences should once not matter anymore in interpersonal
contacts, it is because we are speaking the language of Nature to some extend.
I doubt wether lousy democrats will ever be able to follow that beat instead of
adhering to some artificial, surpressing ideology made for mediocrity. Let me
also stress that modern democracy is only 70 years old and if she continues like
that, it might be unlikely that she makes it to a century.
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Chapter 11

Entropy and analycity.

From the previous chapter, we learned that for any Feynman diagram, under
the assumptions made, its value can be estimated by

CVDER(1, κ′)V

where C is a constant arising from the intertwiners and can be uniformly
bounded if the theory contains a finite number of them, whereas D is a constant
coming from the propagators and R(1, κ′) has been defined before. This reveals
that, in order to get a grasp on the entire perturbation series, we have to in-
vestigate the number of connected Feynman diagrams of the type (n,m, V,E)
where every symbol has the same meaning as in the previous chapter. More
precisely, we shall investigate the sum

A(n,m, V,E) =
∑

D of type (n,m,V,E)

1

s(D)

and this task is the easiest to perform for φ4 theory while by far the most
difficult for the graviton theory which contains an infinite number of interaction
vertices; therefore, in this chapter, we shall proceed by making the exercise for
φ4 theory, next for non-abelian gauge theory and finally for the graviton theory.
Insights regarding “unitarity” are obtained and further discussed.

11.1 Non-perturbative aspects of φ4 theory.

The reason why I have postponed this issue in my papers towards this book
project is because it is rather obvious to perform, at least for φ4 and non-abelian
gauge theory. The conclusions we shall reach are, on the other hand, interesting
and this fact motivates the existence of this chapter. Let me stress from the
outset that no approach to relativistic quantum theory has even reached the
stage where one is in a position to adress these questions; our bound on the
contribution of one Feynman diagram to the series is however sufficient for us
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to adress the issue. We shall show now that an upper bound for A(n,m, V,E)
is given by

A(n,m, V,E = 2V+
n+m

2
) ≤

∑
0≤n′≤n;0≤m′≤m:n−n′=m−m′,n′+m′>0

(4V )!(n− n′)!
(2V − n′+m′

2 )!(4!)V 22V−n′+m′2

where n′,m′ have the same meaning as before. Given that any exterior vertex
under consideration is connected to an interior vertex by means of an edge E,
there are 4V (4V −1) . . . (4V −n′−m′+1) possible choices whereas the remaining
4V − n′ −m′ lines emanating from the V internal vertices have to be identified
internally. This leads to a factor

(4V − n′ −m′)!
2II!

where I is the number of internal lines and we know from previous considerations
that 2I + n′ +m′ = 4V . Clearly the I! stands for the number of permutations
of the internal lines whereas the factor 2I is associated to the swapping of
orientation of them. Finally, the (4!)V in the denominator stems from the
permutation freedom of the edges at the vertices and the (n − n′)! denotes
the number of propagators between the remaining n − n′ = m − m′ IN and
OUT vertices. This upper bound is pretty thight and clearly provides one with
the right kind of asymptotics in terms of V ; also, I believe it would be hard
to obtain a better one given that symmetry properties of individual diagrams
would become important.

We shall now estimate its asymptotic behavior for large V and hence large
E = 2V + n+m

2 keeping n,m fixed. Clearly n′ + m′ can be ignored when it
comes together with V so that

A(n,m, V ) ≤ (4V )!

(2V − n+m
2 )!(4!)V 22V

2
n−m

2

 ∑
0≤n′≤n;0≤m′≤m:n−n′=m−m′,n′+m′>0

(n− n′)!2n
′

 .

Therefore, our scattering amplitudes are bounded by

|〈OUTm|INn〉| ≤ 2
n−m

2 D
n+m

2

 ∑
0≤n′≤n;0≤m′≤m:n−n′=m−m′,n′+m′>0

(n− n′)!2n
′


∞∑
V=0

|λ|V (4V )!

(2V − n+m
2 )!(4!)V 22V

(CD2R(1, κ′))V

and the right hand side is easily seen to diverge for any λ. This brings me back
to comments I have previously made in my papers as well as the introduction
which boil down to the fact that “unitarity” or the structure of the coefficients

(−iλ)V

s(D)

209



will have to be changed for diagrams with a large number of internal vertices and
we have just shown that this needs to be the case. We had of course anticipated
already in chapter four, on general covariance, that unitarity was incompatible
with it, but now we are forced to investigate deeper implications of this fact.

Unfortunately, I have at the moment no obvious substitute for the principle
of “unitarity” which had no natural place in our theory anyway. It is a rem-
nant from the old quantum theory on flat spacetime which leads to all kinds
of inconsistencies mentioned previously in this book. The reader must again
understand that this is not a weakness in my viewpoint but a liberty which is
enforced upon the theory by means of our broader perspective on microscopic
physics. The latter turned out to be necessary to tame the divergencies in the
Feynman diagrams and to make the theory well defined; the principle of general
covariance had similar implications for gravitational physics and so does it have
for quantum theory. Therefore, I am not going to propose any specific coeffi-
cients which might make φ4 theory well defined nonperturbatively but which
could fail miserably for the graviton theory. Only experiment should guide us
herein; the freedom associated with those coefficients should not be mistaken
with a choice of an infinite number of “coupling constants”. Indeed, in practise,
only the first few terms of the perturbation series, regarding diagrams with a
low number of internal vertices, are important and the rest can be safely ignored
which tells you something about the effect of the remaining coefficients. To my
feeling, this is as thight as the jacket can reasonably be and going over to higher
values of the coupling constant opens up an infinite new world which remains
unseen in ours.

11.2 Non-perturbative aspects of non-abelian gauge
theory.

A similar qualitative result as the one just obtained for φ4 is expected to hold
in non-abelian gauge theory albeit the counting is somewhat more difficult since
one disposes of four types of interaction vertices: a tri and four valent gauge
boson vertex, a trivalent ghost-gauge boson vertex as well as a trivalent particle-
gauge boson vertex. Since all details of the interaction vertices are washed out
in the constant C and likewise so for all details of the propagators regarding
the constant D, we are left with diagrams having tri and four valent vertices
as well as a consistent labelling with p, a, b where p stands for particle, a for
antiparticle and b for gauge boson, on the edges adjacent to the exterior vertices.
This labelling should be extendible, in a non-unique way, to the interior edges
when supplemented with a ghost and anti-ghost g, ag label. Therefore, we are
interested in estimating amplitudes written down abstractly as

〈αi, i = 1 . . . n|βj , j = 1 . . .m〉

where αi, βj ∈ {p, a, b} and the ordering in the states is from one to n and
one to m respectively. It is clear that we cannot provide for the exact number
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of labellings since that depends from graph to graph in the sum and we shall
therefore provide for a reasonable upper bound for a graph with V4 four-valent
vertices and V3 three-valent ones, ignoring the number of edges as well as n,m.
An obvious upper bound is given by 7V3 given that there is only one type of four-
valent vertex with identical particle lines and every tri-valent vertex, together
with isolation of the v,Ψ-line, fixes all other lines. There are in general three
types of trivalent vertices and three lines per vertex to place the v,Ψ, hence 7V3 ;
of course, this constitutes an overestimation of the state of affairs given that a
tri-valent vertex connected to a four-valent one only leaves for two possibilities
but all such details are graph dependent.

The estimates we are interested in here concern

D
n+m

2

∑
0≤n′≤n,0≤m′≤m,n′+m′>0;V3,V4≥0;2I+n′+m′=3V3+4V4

A(n′, n,m′,m, V3, V4)7V3 |g̃|2V4+V3

CV3+V4D
3
2V3+2V4R(1, κ′)V3+V4

where A(n′, n,m′,m, V3, V4) equals the number of diagrams with V3 and V4

trivalent, respectively four valent, vertices and all other symbols have the same
meaning as before. g̃ is the coupling constant of the theory in the standard repre-
sentation, see chapter eight. The reader understands that this is a fairly substan-
tial overestimation of the state of affairs given that we do not take the nature of
the exterior vertices into account in the determination of A(n′, n,m′,m, V3, V4)
implying that a particle can be connected to a four-valent vertex. However, one
would expect the “real” number to be of the same magnitude which means we
probably capture the right asymptotics in terms of V3, V4 and this is our only
point of concern. A(n′, n′,m′,m′, V3, V4) can again be estimated by

A(n′, n′,m′,m′, V3, V4) ≤ (3V3 + 4V4)!

2II!(3!)V3(4!)V4

where 2I + n′ +m′ = 3V3 + 4V4; hence,

A(n′, n,m′,m, V3, V4) ≤ (3V3 + 4V4)!(n− n′)!
2

3
2V3+2V4−n

′+m′
2 ( 3

2V3 + 2V4 − n′+m′

2 )!(3!)V3(4!)V4

.

This reduces our original sum to

D
n+m

2

∑
V3,V4≥0

7V3 |g̃|2V4+V3 CV3+V4D
3
2V3+2V4R(1, κ′)V3+V4

(3V3 + 4V4)!

2
3
2V3+2V4(3!)V3(4!)V4

∑
0≤n′≤n,0≤m′≤m,n′+m′>0,n−n′=m−m′

(n− n′)!2n
′+m′

2

( 3
2V3 + 2V4 − n′+m′

2 )!

which diverges again due to the superexponential factor

(3V3 + 4V4)!

( 3
2V3 + 2V4 − n+m

2 )!
.
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Therefore, we reach again the conclusion that unitarity cannot hold for a quantal
gauge theory to be well defined; in particular, diagrams with a high number of
internal vertices need to be superexponentially surpressed in these parameters.

11.3 Gravitons.

Until now, we have received the lesson that diagrams with a large number of
internal vertices should be super-exponentially surpressed; in a graviton theory
we anticipate another lesson which is that diagrams with large vertices should be
super-exponentially surpressed too. More in particular, one meets interaction
vertices with coefficient l2np having 2n legs such that one obviously needs a factor
a(n) such that a(n)(2n)! → 1 in the limit for n to infinity. This would lead to
a bound of the kind

1 > l2p
C(g, V, κ, ε)

µ
||W (x, y)ba

′

ab′ || > 0

given that a Feynman diagram contibutes the n’th power of that, which implies
that

µ > l2pα(g, V, κ, ε)

is the kind of bound on the friction term µ one should anticipate in a graviton
theory on a generic background. This is all I have to say about this for now,
these results require deep reflection as they destroy the traditional structure of
quantum field theory.

11.4 Conclusions.

We already knew that in traditional quantum field theory, the value of a Feyn-
man diagram was not uniquely defined and moreover, that any regularization
scheme is rather ad-hoc and lacks physical motivation. We rectified that by
looking for modified propagators falling in the class delineated by our physical
principles; in this chapter we moreover figured out that the traditional expan-
sion series does not converge either requiring equally drastic modifications to
the theory. The level of precision obtained in this book is unparalled in the
literature and should constitute enough motivation for the reader to further in-
vestigate these matters. These notes conclude the main body of this book, the
remaining chapter being merely an exposition about some thoughts of mine of
how to formulate a physical principle giving rise to a free quantum theory for
the background metric field. The particular proposal I will suggest properly re-
instates “time” and strongly criticizes and departs from the timeless physics of
Einstein. In particular, we will work again towards a generalized Fourier trans-
formation and use this to define a free theory; interactions between different
universes shall not be discussed.
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Chapter 12

Quantum gravity type one.

The search for a theory of quantum gravity is one of new principles of nature and
involves the question if and how the superposition principle should be applied to
spacetime itself. Crucial in our story so far was the presence of a classical space-
time metric and therefore, a quantum theory of the spacetime metric appears
to call for a super metric: a metric on the space of all Lorentzian geometries.
Those, who keep on insisting upon a Feynman integration theory are facing the
question of the canonical character of the “measure” where the latter has to be
understood in some limiting, rather than a fundamental, sense since the space
of all spacetimes is not locally compact in any known Hausdorff topology. This
is not the only worry one has regarding such discrete constructions: one has
also to show that the limiting kinematical configurations are arbitrarily close to
any classical spacetime in a suitable sense implying that the action principle at
hand converges too. There is a very important distinction here between gravity
and all other action principles in field theory, which is that the latter all depend
upon first derivatives only while the former depends upon second derivatives
of the metric field. There exists a discretization procedure invented by Regge,
which can account for the second derivatives in a distributional sense but it re-
quires flexibility in the degrees of freedom of the discrete structure (a simplicial
manifold) so that, locally, on the n−2 simplices, where n is the dimension of the
simplicial manifold, the deficiency angles go to zero sufficiently fast. The “cur-
vature” of the approximating simplicial manifolds then converges to the Ricci
scalar in a weak distributional sense. I am unaware of any suitable substitute
for the Ricci tensor and Riemann curvature in this kinematical framework. I
am also unaware of any approach to quantum gravity which manages to offer
a suitable answer to these elementary matters of principle: the measure in the
causal dynamical triangulations approach heavily depends upon the kinemat-
ical restrictions which, moreover, do not approximate any classical spacetime.
Indeed, not only is it clear that Regge’s scheme does not apply, the “local” cur-
vature is a diverging quantity in the distributional sense when the continuum
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limit is taken.

What I have described above can be called “quantum gravity type one” where
there is no classical metric background on which computations are performed.
One can of course maintain that the universe consists also out of classical de-
grees of freedom providing one with a dynamical classical background on which
it is possible to regard the quantization of the gravitational force as the quantum
theory of the graviton. This can be called “quantum gravity type two”; such a
theory has long been believed to be impossible due to the non-renormalizability
of the gravitational force on a Minkowski background. It his here that our novel
nonunitary quantum theory offers a way out since the theory is finite, a result
which does not depend at all on the structure of the Feynman diagrams as has
been shown here. In particular, loops played no special role at all in our analy-
sis and were treated on pair with other internal legs which shows that quantum
gravity type two is a perfectly safe theory in our framework.

12.1 Quantum gravity type one.

Personally, I have never made a choice between both types, both reflect differ-
ent world views, which in my opinion were equally valid, see the philosophical
account in chapter two on that matter. The fact that type two did not seem to
work out technically has always been regarded by me with the necessary amount
of scepticism since in my opinion, QFT did not work for QED nor the standard
model either. Only sloppy and overprotective field theorists could take some-
thing like that seriously, but I was rigorous and not even protective regarding
my deepest beliefs. So I have always felt that on the level of relativistic particle
theory, we were lacking a few crucial insights. What I knew already for a long
time was that ultimately type one was going to be the most difficult to realize; I
will come back to that issue in a forthcoming publication given that some other
things have to be straightened out first in our approach. These notes are about
obstacles one will meet regarding the formation of a type one theory, but a real
theory, not just something we can all pull out of our hats within five minutes
but which lacks canonical beauty and predictive power.

In our approach so far, there are two remaining open questions (all others have
been answered thorougly): (a) what is an appropriate substitute for unitarity
(b) why should local gauge invariance be a principle of nature? In particular,
why should the interaction structure be limited in some peculiar way? I have
at this point no good answer to those two, but maybe future investigations will
elucidate these matters. The confusion around these topics is, in my opinion,
the work of an entire generation of post war physicists who did abandon math-
ematical rigour culminating in the renormalization generation of ’t Hooft and
Veltman. It is not gratuitious that these gentlemen are Dutchman as indeed it
requires some form of talent to sell Heineken, one of the world’s worst beers and
secondary to any Belgian beer, to the public. The same holds for their renor-
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malization results, they have a flair of mathematical ingenuity, but deep down
it is all arbitrary nonsense. As I have shown, they have been missing quite some
important physics which evaporates the distinction between non-renormalizable
and renormalizable theories. Indeed, it has been shown that quantum gravity
type two has nothing to do with supergravity and supersymmetry in particular.
Good, let us return to type one which is further ahead of us.

Here, one immediately faces a couple of problems regarding the fact that stan-
dard formulations of quantum mechanics are not covariant. This is seldomly
highlighted, but the problem is really everywhere: in the path integral approach,
it is in the non-covariance of the measure, in the Heisenberg approach, it re-
sides in the non-covariance of the total Hamiltonian and therefore the vacuum
state, and finally in the Schrodinger approach, it is blatanly visible because the
probability density does not transform as a density under coordinate transfor-
mations of space. For examples and more in depth comments regarding those
issues, see chapter four. In field theory for example, one will obtain that distinct
lattice regularizations, in either different choices of “measure”, will give rise to
different continuum limits and we wish physics to be devoid of such ambiguity.
In that respect is our quantum theory generally covariant: it does not depend
upon geometrical structures or coordinate choices which have to be imported.
There is no choice of vacuum state, no Hamiltonian, no measure, everything
has been poored in a manifest spacetime language. This, of course, is a great
starting point for some ideas regarding a quantum gravity type one theory to
mature. So, up till now, every approach to quantum gravity suffers from one of
these drawbacks: in the discrete theories based upon the Feynman path integral,
such as causal sets and causal dynamical triangulations, one remains with the
choice of the measure associated to the particular regularization scheme. Some
researchers accept this as a fact they have to live with, most of them are not
even aware of the issue.

So, how can we extend our novel line of thought to spacetime itself? For ex-
ample, how to define the momenta of the theory which have to serve for a
gravitational uncertainty principle and what are the constraints upon the mo-
menta replacing the on-shell mass condition for relativistic particles? Clearly, in
a continuum theory of the universe some infinite dimensional integration would
have to be performed which again will lose its appeal through the non-canonical
character of the limit of measures (the limiting measure does not exist). Hence,
if one were to have to define a quantum theory for the gravitational field, one
should resort to the choice of a preferred discrete structure as being really there
and not just being some approximation to the continuum situation. This is the
main reason why I have always thought a quantum gravity type one theory to
be discrete in some sense; a feature which is not mandatory at all in our setup
for the type two graviton theory.

In a discrete universe, one obviously does abandon local Lorentz covariance in
a well defined sense, albeit this does not need to have disastrous implications
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upon the physics defined on it. It is an important kinematical question to ask
oneself how close two (discrete) universes are and I have adressed this question
in my PhD work where I have defined and investigated to some extend a Gro-
mov distance on “Lorentz geometries”. Albeit I have been very humble about
the applications of this work in the past, given the recent importance of the
metric in defining quantum theory, it occured to me that this Gromov distance
could be of direct physical significance too when defining geodesics and therefore
the Fourier transform on a space of spacetimes. This could even be calculated
exactly for finite universes albeit it would become a very complex task to do
so when considering large universes. Apart from the technical complications
associated to such scheme, there is an immediate philosophical issue regarding
the Riemannian nature of this Gromov super metric. Why should it not be a
Lorentzian one albeit the natural criterion for closeness immediately leads one
to a Riemannian instead of Lorentzian structure. In the latter case could one
entertain concepts such as the “cause of causality” where, as explained in chap-
ter two, it would be better to speak about the evolution of properties rather
than causality. Strictly speaking, there is no need for time in the evolution of
geometries since time already lives inside the universe, so a Riemannian distance
will do just fine.

I can ensure the reader that the Gromov distance is canonical and given the
finiteness of the space of kinematical structures, we should obtain a fairly unique
definition of the Fourier transform which allows one to define the quantum
theory. In a sense, this “weakens” my objection against the rather arbitrary
character of the quantum measure by means of choice of a kinematical regular-
ization scheme, given that we have chosen here some finite structures ourselves
in the construction of the theory. Of course, the choice of measure has still
many more degrees of freedom than merely picking out a kinematical structure
as often the uniform measure does not provide one with suitable convergence
properties. Moreover, as we did notice in this book, unitarity is dead which
supports the idea that the quantal measure will not be obvious or canonical
either. Therefore, our scheme appears to have the least amount of freedom and
to be the most canonical possible. These considerations immediately imply that
a quantum universe can have only a finite extend and that therefore, the full
universe needs to have classical components. So, our type one quantum theory
also leads one to consider a classical-quantum universe, see chapter two for fur-
ther thoughts about these issues. I cuold at this point be more technical, but
I do not wish to be so given that I intend to investigate these matters in the
future; the interested reader can always find my PhD thesis on arXiv or contact
me if he or she wishes to collaborate on the issue.
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Chapter 13

Conclusions.

As mentioned in the introduction, this book is an extensive report of work
in progress and albeit we have obtained some novel insights in the failure of
quantum field theory as well as the succes of our approach, many issues remain
to be investigated. Science is a never ending story indeed and only future
progress from the theoretical as well as experimental side will further clear the
sky. A topic which we did not treat here regards “the” classical limit of the
theory and these issues are postponed to future research. I have written this
book in a self contained way and hope to have explained the importance of this
topic to the interested reader. Furthermore, I wish to thank all people who have
read and fleshed out the details in this book; specifically, I am indebted to Denis
Constales, Frans Cantrijn, Jan van Geel and Norbert van den Bergh for useful
comments and feedback.
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